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Preface

This book constitutes a comprehensive exploration of two piv-
otal domains that are indispensable for comprehending the 
contemporary challenges confronting science and society: ar-
tificial intelligence (AI) and data science. These disciplines pro-
foundly influence the generation of knowledge, the develop-
ment of innovations, and the resolution of complex problems in 
various domains of social, economic, political, and cultural life. 
Entitled Artificial Intelligence and Data Science Practices in Scientific 
Development, this book compiles studies and applications from 
research groups collaborating at the intersection of technology, 
information, and scientific innovation and cultural areas.

These groups include Technopoetics, Digital Art, and 
Neuroaesthetics. Creativity investigates the physiological founda-
tions of aesthetic experience, exploring topics such as the philos-
ophy of technology, communication, digital art, and the impacts 
of AI on the visual arts. The Data Science and Engineering Laboratory 
conducts telehealth research. The LEMME Lab’s research in AI 
focuses on its applications in services and products. The Metric 
Studies in Data Librarianship and Geosciences research endeavors 
encompass the domains of computational science and metri-
fication. The Sphere Information Ecosystem in Science, Technology, 
Innovation, and Sustainability has three primary initiatives: data 
engineering, interoperability, and research information systems.

This collection comprises nine chapters, each one address-
ing distinct aspects of the application of computational intelli-
gence and data analysis in fields such as health, the arts, political 
science, bibliometrics, scientific communication, and knowledge 
management. The outcome of this convergence is presented in 
these chapters. Despite the heterogeneity in the objects and meth-
odologies of the chapters, they are unified by a shared axis: the 
pursuit of technological solutions that are firmly rooted in scien-
tific foundations. This pursuit entails a meticulous examination 
of the social, ethical, and epistemological ramifications of auto-
mation, algorithmic analysis, and extensive data processing.

The first chapter, entitled Art, Technology, and Creative Processes: 
A New Paradigm for Artistic Production, offers a thought-provok-
ing reflection on the impact of AI and neuroscience on creative 
processes in contemporary art. The central question guiding this 
study is as follows: How are algorithms reshaping the artist and 
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creativity in the 21st century? The integration of foundations 
from art theory, neuroimaging, and computational intelligence 
is demonstrated in the text, which reveals how creative processes 
can be simulated and expanded by algorithmic models capable 
of emulating human cognitive patterns. The chapter proposes a 
concept that extends beyond the realm of mere automation in 
aesthetic production, namely that of computational mannerism. 
This novel form of creation is defined by the human–machine 
interface, which serves as the medium through which novel ar-
tistic expressions emerge, thereby challenging the conventional 
boundaries of authorship, intuition, and originality. By prob-
lematizing the role of the artist in the age of AI, the chapter opens 
the book with a bold, transdisciplinary approach that challenges 
the traditional paradigms of aesthetic creation.

The second chapter, entitled Obstetric Decision-Support 
System: An Informational Model for Maternal Autonomy Towards the 
Agenda 2030 Health Goals, sets out an informational model for ma-
ternal autonomy in relation to the United Nations’ Agenda 2030 
health goals. The model focuses on the interface between infor-
mation, health, and reproductive autonomy. The study recom-
mends a model of an informational system designed to support 
decision-making by pregnant women, in light of the Sustainable 
Development Goals of the 2030 Agenda, especially SDG 3. The au-
thors have developed an informational architecture of dynamic 
and static layers, integrating World Health Organization guide-
lines, lived experiences, and personalization algorithms. The 
system has been developed for the purpose of mitigating infor-
mation asymmetries in obstetric contexts, with the objective of 
promoting user empowerment without compromising clinical 
safety. This chapter is noteworthy for its integration of scientific 
evidence, principles of humanized care, and requirements engi-
neering methodologies, offering a replicable model tailored to the 
needs of vulnerable populations.

The third chapter, entitled Data Provenance and Blockchain: An 
Approach in the Context of Health Information Systems, discusses the 
application of blockchain technology to data traceability and in-
tegrity in health information systems. The objective of this study is 
to investigate the potential contributions of data provenance and 
the immutable attributes of blockchain to the security, interoper-
ability, and reliability of health data. A comprehensive review of 
the extant literature and a qualitative analysis were conducted, 
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with a specific emphasis on electronic health records (EHR) and 
personal health records (PHR). By cross-referencing internation-
al interoperability standards with the technical characteristics 
of distributed systems, the authors construct a critical and prop-
ositional analysis of the limits and potential of using blockchain 
in this strategic sector. The chapter proposes methodologies for 
the development of data ecosystems that are characterized by en-
hanced transparency, auditability, and patient-centeredness.

In the fourth chapter, entitled Structuring a Data Lake for the 
Management of Scientific Information in Brazil, the initial steps in 
constructing a data lake designed to organize scientific informa-
tion within the Brazilian research information system (BrCris) 
are outlined. The authors delineate a meticulous technical pro-
cess for the collection, transformation, indexing, and visualiza-
tion of scientific data from platforms such as OpenAlex and DOAJ. 
Utilizing techniques such as author disambiguation, cross-refer-
encing data by DOI, and journal stratification, the chapter demon-
strates the potential for the organization of substantial scientific 
data into structures that facilitate robust inferences, institution-
al intelligence, and strategic planning of national science. This 
case exemplifies the implementation of data engineering meth-
odologies within the context of public science administration.

In the fifth chapter, entitled Dialogic Bridges: Voices between 
Ideological Frontiers, the focus is shifted to the political sphere, and 
a methodology is proposed based on network analysis to identify 
parliamentarians with greater potential for articulation between 
ideological blocs. Utilizing metrics such as bridge coefficient, be-
tweenness centrality, and bridge centrality, the study suggests a 
replicable methodology for identifying political mediation agents 
in multiparty and fragmented contexts. By analyzing voting pat-
terns and agreements in legislative houses, the chapter contrib-
utes to studies on governability, coalition building, and the miti-
gation of extreme polarizations. In this context, AI is employed 
as a tool for the structural analysis of complex social phenomena.

The sixth chapter, entitled Analysis of Patent Production in 
Brazil: A Perspective from the Lattes Platform, undertakes an analy-
sis of the production of patents in the country, utilizing data ex-
tracted from the Lattes platform. The analysis correlates the pat-
ent production with the level of training of researchers. Through 
the development and application of extraction and validation 
algorithms, the authors identify patterns of technical production 
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over time and delineate an institutional panorama of the culture 
of innovation in Brazil. The findings indicate a notable concen-
tration of patents among researchers who hold a doctoral degree, 
thereby corroborating the hypothesis that heightened inventive 
capacity is closely associated with advanced educational training 
and academic integration. The integration of scientific and tech-
nological metrics with systematic data analysis offers a valuable 
contribution to the development of public innovation policies.

In the seventh chapter, entitled A Framework for Collecting, 
Processing, and Analyzing Scientific Data on Social Media, the au-
thors propose the Social4Science platform, which is designed 
for the collection and analysis of social data associated with the 
dissemination of scientific publications. The primary focus of 
the Social4Science platform is the YouTube platform. This study 
explores the emerging field of altmetrics, investigating how sci-
entific research is received, commented on, and shared on social 
networks. This investigation aims to broaden the understanding 
of contemporary flows of knowledge circulation. The platform 
enables the correlation of social data with scientific metada-
ta, facilitating analysis of trends, patterns of engagement, and 
the social impact of science. The chapter presents an innovative 
contribution to the field of science communication by suggesting 
tools that facilitate greater public engagement with science in 
digital environments.

The eighth chapter, entitled Design Without Data? A Study of 
Methodological Transparency in Contemporary Design Science, prob-
lematizes the scarcity of methodological transparency in design 
publications. A comprehensive analysis of over 7,500 articles from 
specialized journals reveals that only a limited number of these 
articles explicitly articulate their methodological approach-
es. Utilizing OpenAlex for metadata collection and ChatGPT-4o 
for automated classification of abstracts, the authors identify a 
predominance of speculative, conceptual, or practice-based re-
search, devoid of declared methodological rigor. The chapter puts 
forth the argument that standardization and qualification of 
methods in design science are imperative for enhancing its credi-
bility and facilitating interdisciplinary integration.

Finally, the ninth chapter, entitled Bibliographic Analysis 
of Scientific Literature on Health Knowledge Management, carries 
out a bibliometric analysis of scientific production on Health 
Knowledge Management (HKM) between 1990 and 2023, based 



10 | Advanced Notes in Information Science: Practices in Scientific Development | vol. 8

on data from Web of Science and PubMed. Based on the co-occur-
rence of terms and the mapping of authors and institutional col-
laborations, the study identifies four central thematic axes: the 
impacts of COVID-19 on health information management, strate-
gies for improving the performance of health systems, challenges 
related to electronic medical records, and advances in big data 
and information technologies. The chapter reveals the centrality 
of the United States in academic production on the subject and 
highlights the need for investment in technological infrastruc-
ture and international collaboration to promote more effective 
health systems integrated with knowledge management.

This book is, therefore, an interdisciplinary mosaic that 
combines theory and practice, critical analysis and technologi-
cal development, and experimentation and reflection. The chap-
ters herein demonstrate the diversity of applications of AI and 
data science in scientific development. Moreover, they highlight 
the importance of approaches informed by ethical values, social 
commitment, and epistemic responsibility.

The integration of diverse disciplinary domains in this col-
lection underscores the imperative for contemplating technolog-
ical solutions that are not divorced from human needs, public 
policies, cognitive justice, and the democratization of knowledge. 
I would like to express my profound gratitude to the authors who 
have contributed to the creation of this book, dedicating their 
time and knowledge to writing consistent, innovative, and rele-
vant chapters.

Additionally, gratitude is extended to the institutions that 
promote research and the generation of interdisciplinary knowl-
edge, particularly those that have directly or indirectly contribut-
ed to the realization of this work. It is our hope that perusing this 
book will inspire reflection, provoke questions, and stimulate the 
creation of new investigative paths at the intersection of technol-
ogy, data, and knowledge.

Dr. Alexandre Ribas Semeler
Universidade Federal do Rio Grande do Sul



Art, technology, and creative processes: A new paradigm for artistic production | 11

CHAPTER 1

Art, technology, and 
creative processes: 
A new paradigm for 
artistic production

Alberto Marinho Ribas Semeler
PPGAV, Federal University of Rio Grande do Sul, Brazil.
ORCID: https://orcid.org/0000-0003-3380-9781

Alexandre Ribas Semeler
Geosciences Institute, Federal University 
of Rio Grande do Sul, Brazil.
Email: alexandre.semeler@ufrgs.br
ORCID: https://orcid.org/0000-0002-8036-4271

Abstract

This study explored the evolving relationship between contempo-
rary art, artificial intelligence (AI), and neuroscience, challeng-
ing the anthropocentric notion of artistic creation as uniquely hu-
man. The research question to be analyzed was as follows: “How 
are algorithms reshaping the artist and creativity in the 21st cen-
tury?” To address this question, the integration of concepts from 
art theory, neuroscience, and AI was considered. This examina-
tion explored the manner in which neuroimaging technologies 
and biometric algorithms were reshaping our understanding of 
creativity. The study examined the impact of scientific progress 
on artistic expression across different eras, ranging from the ad-
vent of psychoanalysis to the emergence of computer technologies. 
It demonstrated how neuroscience was facilitating our under-
standing of the brain processes underlying creativity, including 
the neurotransmitters and cortical regions implicated in artistic 
processes. Empirical analyses were supported by neuroimaging 

https://orcid.org/0000-0002-8036-4271
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studies that established a correlation between brain activity and 
aesthetic experiences, as well as algorithmic simulations that sim-
ulated artistic cognition. Recent findings indicated an increasing 
role for AI in artistic production, with the technology emulating 
the brain’s creative processes. The neurotransmitters dopamine 
and oxytocin were demonstrated to influence artistic motivation 
and pleasure. Furthermore, neuroimaging studies showed that 
creative activities resulted in the activation of regions such as the 
limbic system and the prefrontal cortex. The extension of these 
processes enabled algorithmic models to generate artworks that 
defied conventional art definitions. The investigation introduced 
computational mannerism, a concept in which digital interfaces 
and machine learning expanded artistic potential by reflecting 
human cognitive patterns in real-time iterations. This suggested 
a fusion of human intuition and machine logic, thereby challeng-
ing the exclusivity of human creativity. This integration of neu-
roimaging data into algorithmic systems represented a paradigm 
shift, giving rise to a range of ethical and philosophical questions 
concerning authorship, creativity, and the artist’s role in the dig-
ital age. As AI progresses, it became imperative to develop novel 
theoretical frameworks to comprehend its cultural and meta-
physical influence on artistic expression.

KEYWORDS: assisted creation, computational mannerism, aesthetics of arti-
ficial intelligence, biological pathway in creative process, neuroimages

HOW TO CITE: Semeler, A. M. R., & Ribas Semeler, A. (2025). Art, technology, 
and creative processes: A new paradigm for artistic production. In A. Semeler 
(Ed.), Artificial Intelligence and Data Science Practices in Scientific Development, 
Advanced Notes in Information Science, volume 8 (pp. 11 - 29). Pro-Metrics: Tallinn, 
Estonia. DOI: 10.47909/978-9916-9331-4-5.52.

COPYRIGHT: © 2025 The author(s). This article is distributed under the terms 
of the CC BY-NC 4.0 license, which permits copying and redistribution of the 
material in any medium or format, adaptation, transformation, and building 
upon the material, provided that the license terms are followed.
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1	 Introduction

The utilization of novel technologies, whether digital or analog, 
by artists to modify computer systems, devices, and software 
programs, as well as to engage in collaborative endeavors with 
engineers and programmers, has been a persistent feature of ar-
tistic production. Historically, technology has been repurposed 
for creative purposes, despite its origins in entirely different ap-
plications. Given the paucity of software applications dedicated 
to artistic creation, software intended for commercial or indus-
trial use is often adapted to align with the creative process. This 
technological adaptation is driven by the necessity to expand 
creative limits and innovate within the artistic field. The prima-
ry inquiry guiding this investigation is as follows: How are al-
gorithms reshaping the artist and creativity in the 21st century? 
This study integrates concepts from art theory, neuroscience, and 
artificial intelligence (AI) to investigate the ways in which neu-
roimaging technologies and biometric algorithms are restructur-
ing our comprehension of artistic expression and creativity. The 
objective of this study is to analyze the appropriation of digital 
and analog technologies by artists to expand creative possibili-
ties through technological adaptation and to examine the man-
ner in which the practice of repurposing software designed for 
nonartistic purposes contributes to the process of artistic inno-
vation. Furthermore, the research examines the influence of AI 
and neuroscientific principles on contemporary art, highlighting 
how technological mediation reshapes creative processes and 
redefines artistic expression in the digital age. In the domain of 
design, certain corporations, such as Adobe, have developed ded-
icated programs that facilitate artistic production.

Nevertheless, the notion of creation as a genuinely innova-
tive act—one that, as Boden (2007) elucidates, represents “some-
thing that no one else has ever done before”—exceeds mere digital 
manipulation. The author posits a dichotomy between two types 
of creation: historical creation, also referred to as H-creativity, 
and original creation, which is characterized as a catalyst for 
advancement. Alternatively, personal creation, or P-creativity, 
does not include the majority of people who produce only aver-
age ideas, already known by others, although they are new to the 
individual in question. The act of creation, therefore, must en-
tail the establishment of a novel paradigm for the collective. The 
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essence of art is encapsulated in its capacity to act as a disruptive 
force that transcends the boundaries of technology. The correla-
tion between art and science is evident. Art frequently borrows 
methods and tools from scientific advancements, while science 
frequently pursues innovation and creativity through artistic ex-
perimentation. The ensuing discourse is methodically structured 
into distinct sections, each addressing a distinct yet interconnect-
ed facet of the intricate relationship between AI, art, and technol-
ogy within the ambit of creative processes. The initial section of 
the text examines how artists employ analog and digital technol-
ogies, emphasizing the importance of hacking and repurposing 
technology due to the paucity of specialized software designed 
for creative innovation. This necessity for adaptation under-
scores the artist’s role as both creator and technological manipu-
lator, propelling the boundaries of conventional tools to achieve 
novel forms of expression.

Subsequently, a historical analysis is conducted to examine 
the impact of scientific theories on artistic practices. Concepts 
such as psychoanalysis and early AI investigations have had a 
profound influence on the development of visual and computa-
tional technologies. This study will examine the evolution of tech-
nological devices in the context of 20th- and 21st-century art. It 
will demonstrate how works of art are inextricably linked to the 
technologies available in each period, including photochemical, 
electronic, computational, and digital technologies. This explora-
tion of art historiography delineates the evolution of artistic me-
dia from the advent of photography and cinema (photochemical 
art) to digital art. According to Paul (2015), a theorist of technolo-
gies applied in the field of arts, she proposes the term “digital art” 
as an umbrella to describe the great proliferation of styles that 
emerge from new technological devices. With each technologi-
cal debut, a novel style emerges, complicating its analysis with-
in the framework of art theory. These technological shifts signi-
fy profound transformations in creative practices and aesthetic 
critique, thereby unveiling a growing divide between aesthetic 
theory and artistic execution. This discrepancy underscores the 
necessity for novel theoretical frameworks that address the inte-
gration of digital technologies in contemporary art.

In its contemporary analysis, the text addresses the role of AI 
in creative processes, focusing on the cognitive and neurobiolog-
ical mechanisms that underlie artistic production. The following 
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analysis will examine the brain processes that occur during the 
creative process and will delineate the specific stages in which 
brain areas and neurotransmitters act. This model proposes a 
methodology for the construction of a creative computer. Indeed, 
the act of creation in art necessitates the engagement of cognitive 
and affective processes. This study examines the participation of 
neurotransmitters and specific brain regions in creativity, high-
lighting how computational models can simulate these biological 
processes to replicate or even enhance artistic expression. This 
intersection of neuroscience and AI suggests that creativity, tra-
ditionally viewed as an exclusive human trait, is increasingly ac-
cessible to algorithmic replication, thereby challenging long-held 
beliefs about the uniqueness of human artistic capability. The 
section dedicated to visual interfaces explores how these technol-
ogies mediate the relationship between the human mind and the 
digital world, creating new possibilities for aesthetic interaction 
and expression. Interfaces designed with algorithmic precision 
have been shown to facilitate immersive experiences that extend 
artistic perception beyond the physical limitations of tradition-
al media. This technological mediation enhances the accessibil-
ity of art and redefines its experiential dimension, proposing a 
paradigm shift toward more interactive and responsive artistic 
creations.

The proposed methodology delineates a framework for dig-
ital creative processes that integrates concepts of art, neurosci-
ence, and technology. The text places significant emphasis on the 
importance of algorithmic literacy, underscoring the necessity 
for creators to possess a comprehensive understanding of, and 
deliberate control over, digital interfaces and algorithms. This 
literacy is presented as essential for navigating the complexities 
of AI in artistic production, where the artist’s role evolves from 
mere creator to orchestrator of digital processes. By means of 
this argumentative structure, the discourse explores how the al-
gorithmic revolution has reshaped contemporary art. It challeng-
es traditional notions of creativity and redefines the artist’s role 
in a digitally mediated environment, marking the dawn of a new 
artistic era—one where human intuition and machine learning 
coalesce to push the boundaries of artistic expression.
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2	 Literature review

The methodology for conducting a literature review is structured 
into distinct sections that trace the development of artistic meth-
ods in response to technological progress. The analysis initiates 
by examining the influence of psychoanalysis on artistic move-
ments such as Surrealism and Dadaism. The study emphasizes 
the impact of delving into the subconscious on shaping creative 
approaches. The selection of Freud’s theories is attributed to their 
groundbreaking proposition that an unconscious mind governs 
the mechanisms of consciousness. The concept of the “narcissis-
tic wound,” introduced by Freud, is also discussed as a metaphor 
shedding light on human apprehension toward the rise of AI. The 
narrative then charts the gradual assimilation of technology into 
art, starting from traditional photochemical techniques such as 
photography and cinema to the realm of electronic and compu-
tational art, culminating in the utilization of digital tools and AI. 
This progression underscores a widening gap between artistic 
practice and aesthetic theory, characterized by transformations 
in creative methodologies and the conceptual function of the art-
ist. The incorporation of insights from neuroscience into the de-
velopment of algorithmic and computational models is deemed 
increasingly essential. This integration draws on an understand-
ing of brain functionality, specialized neural regions, and models 
that have influenced the advancement of AI. Since the inception 
of the field of cognitive computing, the human brain has served 
as a foundational reference point, influencing the design of both 
the hardware components and the software programming of ar-
tificial devices.

2.1	 Historical approach: Historiography of 
art and technological devices

Since the advent of the 20th century, with the emergence of 
psychoanalysis, the field of art has sought to explicate its own 
functioning, as evidenced by the emergence of Surrealism and 
Dadaism. Psychoanalysis is a theoretical framework that can 
be employed to elucidate certain creative strategies employed by 
artists. For instance, in developing his poetics, he employed psy-
choanalytic theory, particularly the concept of the unintentional, 
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thereby gaining access to the unconscious. It is important to ac-
knowledge that Freud, a renowned neurologist, possessed a pro-
found understanding of brain physiology when he developed psy-
choanalysis. This is the rationale behind its employment in this 
context. His theoretical contributions have exerted a profound 
influence on artistic expression and creative thinking through-
out the 20th century. In addition to his theoretical work, he was 
also an expert in the field of brain mechanisms.

In contemporary discourse, psychoanalysis is often stigma-
tized as pseudoscience; nevertheless, its seminal discoveries con-
cerning the unconscious continue to exert a substantial influence 
on the field of neuroscience. In his reflections on the emotional 
brain, neuroscientist Joseph LeDoux illuminates Freudian no-
tions. Freud’s concept of the unconscious as a storage space for 
conscious content is a seminal one. However, it is important to 
note that the unconscious is also a repository for thoughts and 
memories of fear and anxiety, which are stored and maintained 
in a way that is inaccessible to the subject. The cognitive uncon-
scious refers to processes that activate functions that may or may 
not produce conscious content. When discussing processes of this 
nature, I opt for the term “nonconscious” to avoid confusion with 
the Freudian unconscious. The author proposes that emotions 
arise in three levels of conscious, nonconscious, and unconscious 
feelings. In contrast to genuine fear, anxiety is a construct of our 
psycho-corporeal response, stemming from adrenaline mecha-
nisms and learned behaviors. The concept of the unconscious is 
theorized as a physiological response to various emotional stim-
uli experienced by the body. This cerebral metabolism, or non-
conscious process, of anxiety and fear is present in all emotional 
reactions, including aesthetic reactions. In essence, he is refining 
certain tenets of Freudian theory. These reflections are instru-
mental in our proposal, as AI is capable of analyzing and pre-
cisely connecting with such visceral and nonconscious reactions. 
LeDoux is credited with the conceptualization of the emotional 
brain, and in this work, he reviews several positions on the mech-
anisms by which affective triggers are initiated within the cere-
bral amygdala, adrenaline, and noradrenaline (LeDoux, 2015).

The prevailing notion is that the fear circuit in the brain is 
responsible for the sensation of fear. When activated, this circuit 
instigates characteristic responses in humans, including paral-
ysis, facial expressions, and alterations in body physiology. The 
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phenomenon of fear is frequently regarded as an intermediary 
between a perceived threat and the subsequent physiological 
and behavioral responses. Fear is a genuine phenomenon; cer-
tain factors contribute to the behavioral threat. In this study, we 
propose the concept of “like a key” as a theoretical framework to 
elucidate human responses to AI. The following inquiry is posited: 
what form does an imaginary fantasy assume in the aftermath of 
the loss of the anthropocentric protagonist of intelligence? In the 
historiography of art, our proposal follows a specific path that 
foresees demarcated phases in the use of techniques, informa-
tion theory, cybernetics, and computational and digital technol-
ogies in the arts. In this article, we will employ the principles of 
aesthetic theory, tracing the development of this concept from its 
origins in the works of Kant to the present day. In their reflections 
on art and creativity, some authors eschew contemporary aes-
thetic theory. This phenomenon can be attributed to the inherent 
complexity and distribution of cognitive experiments. We do not 
seek to invalidate these authors; on the contrary, in our reflec-
tion, we will seek to add them to our proposition and reflection 
on art and creation (Vartanian et al., 2013). An illustration of this 
complexity is the pervasive and simplistic use of the term “art 
and technology.” This term is employed to denote art that utilizes 
technologies of various types and eras.

The proposal delineates discrete periods characterized by 
distinct formal and evolutionary distinctions from the analog 
and hybrid technologies of the 20th century to the digital and 
intelligent technologies of the 21st century. When the term is 
employed in a general sense, it fails to acknowledge the poetic, 
formal, and creative potential inherent in each technological de-
vice. These structural differences are the result of the aforemen-
tioned factors. So, we consider photography and cinema (pho-
tochemical art); analog means of telecommunications such as 
mail, telephone, and radio (art and communication); television 
video (electronic art); computational technologies (computa-
tional art); and currently the digital computer, information and 
communication technologies, and AI (digital art). This process 
commenced at the onset of the 20th century and subsequently 
intensified, engendering profound transformations in the realm 
of art from the 1950s through the 1960s. With the cessation of the 
Second World War, the technology industry no longer enjoyed 
the level of funding that had previously been provided by wars 
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and their technological war experiments. This pivotal moment 
is concomitant with a gradual relinquishment of academic and 
conventional pretensions in art, which sought to uphold the con-
straints imposed by both art in relation to traditional techniques 
and their circumscribed domains, and aesthetics in relation to its 
ontological foundations (the thematic branch of philosophy that 
appreciates beauty).

These novel proposals engender profound transformations, 
which are not always comprehended or embraced by the artistic 
community. This issue is further complicated by the ongoing and 
intensifying controversy surrounding the crises in art and aes-
thetics. At the core of this controversy, which has been dissem-
inated by certain postmodern theorists, all indications pointed 
to a purported dissolution of both fields: art and aesthetics. This 
controversy emerges, at least in part, from the pursuit of beauty 
and its reflection in the philosophical domain by an aesthetic the-
ory. It is evident that art and creative practices are undergoing a 
paradigm shift, marked by a gradual deconstruction of their un-
derlying principles. The incorporation of the abject and the un-
pleasant as values to be appreciated, as well as situations of total 
neutrality without a priori valuation of either one or the other, 
is a key tenet of the philosophy. The phobic’s sole object is the ab-
ject. Therefore, with fear in parentheses, the discourse will ap-
pear sustainable only if it continuously confronts this otherness, 
a burden that is simultaneously repulsive and repelled, a deep 
memory that is inaccessible and intimate: the abject (Kristeva, 
1982).

Consequently, the role of aesthetics and the functions of art 
diverge. To achieve this objective, it is imperative to prevent gov-
ernments and large corporations from exerting control over AI. 
The artistic process necessitates the liberty to employ any form 
of information, irrespective of its aesthetic quality, neutrality, or 
the extent to which it may be regarded as aesthetically displeas-
ing. The increasing use of technologies as artistic tools has led to a 
significant and ongoing division between artistic experience, art 
criticism, and aesthetic theory. It is imperative to note that, while 
these elements should maintain synchrony and congruence in 
their correspondence, they have, in fact, embarked on discordant 
trajectories. The dissonance between the theoretical corpus and 
artistic practice has engendered a paradox, which is arguably a 
primary factor in the persistent declaration of the “death” of art 
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in the 20th century and, more recently, the “death” of the artist in 
the 21st century with the emergence of creation by AI. In another 
vein, during the 20th century, the advent of computational tech-
nologies precipitated a systematic investigation into the human 
neural apparatus. This investigation was driven by the develop-
ment of computers and AI. It also sought to elucidate the mecha-
nisms underlying creativity and the cognitive processes involved.

Preliminary research suggests that the components of com-
putational machinery are influenced by the activation of neu-
rons in the human cortex. This trigger is employed in research 
as a multidisciplinary paradigm that shifts the manner in which 
computers operate. Consequently, it establishes a novel cultural 
perspective on the opportunities for the style of creation by AI. 
Our gaze is subject to and respects the rules of brain function-
ing. For instance, ultraviolet light is not visible to the human eye 
and has never been represented in any artistic medium. We are 
subject to the laws of the brain (Zeki, 1999). Consequently, the 
utilization of ultraviolet light in the creative process is only fea-
sible through the implementation of specialized software that 
encodes the pulses of this light, which is imperceptible to the na-
ked eye, without the use of sensors. This paradigm shift has been 
particularly evident in certain scientific disciplines, marking a 
transition from the humanities to the exact sciences. This mul-
tidisciplinary approach has fostered behavioral understanding 
and its transcoding into computational language. Undoubtedly, 
the investigation of brain connections and neurotransmitters in 
creative acts constitutes a pivotal area of inquiry to comprehend 
the intricacies of the human process. This will be a support for 
the assisted creative process, which involves the use of a learning 
machine to assist in the creation of art, design, and other human 
creative endeavors. Questions of art play a crucial role in the em-
pathic process of exchange between the computer and the human 
universe. The driving force behind this connection is the assimi-
lation of data.

The significance of artificial systems in both technologi-
cal advancement and the human–computer interface cannot be 
overstated. These factors have the potential to foster heightened 
empathy. Empathic technologies are defined as technological 
devices that investigate biosignals to comprehend the biological 
mechanisms in humans, thereby acquiring information about us. 
When humans are exposed to biometric processes and other types 
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of biological signal capture, such as digital watches and smart-
phones, they respond with information sent by the biological 
signals in their brains to digital devices. These technologies are 
referred to as neurotechnologies. Farahany (2023), a bioethicist, 
lawyer, philosopher, and Iranian–American researcher, proposes 
that the same neurotechnologies capable of aiding neurological 
health, treating diseases, managing compulsions, and enhancing 
mental states will be sold to large technology corporations, de-
priving us of our mental freedom. According to her, this phenom-
enon is already occurring, and major technology companies are 
leveraging user data to influence behaviors and patterns of con-
sumption. She asserts that in the 21st century, the preservation of 
cognitive freedom is paramount. The fields of machine learning 
and AI are undergoing rapid advancements, and existing legis-
lation and international treaties are beginning to grant individ-
uals even rudimentary sovereignty over their brains. The phobic 
reaction to AI is indicative of a narcissistic attitude. Attempts to 
impose control over it, whether initiated by corporations or state 
entities, are destined to fail. The creation and art that define hu-
man existence will only be possible if they are mediated by AI.

2.2	 Creation with artificial intelligence

In the domain of arts, visual and music, the utilization of AI for 
the purpose of artistic thought and creation first emerged in the 
late 1950s. Since that time, it has become a recurring theme in 
both the realm of art and the theoretical study of art. The initial 
application of AI in the arts was experimental in nature, prompt-
ing inquiries into the feasibility of comparing human and artifi-
cial thought processes. To illustrate this point, consider the use of 
Mondrian as a database feed with original paint. The objective of 
this study is to generate a pseudo-Mondrian from the painter’s 
works. The works produced met with the public’s favor. This phe-
nomenon gave rise to numerous inquiries concerning the role of 
art and the artist as a creative process, a social context, and other 
related matters. In the book entitled Artificial aesthetics: A critical 
guide to AI, media and design (Manovich & Arielli, 2021), the au-
thors present a diverse array of examples that illustrate the uti-
lization of AI in creative endeavors. The text offers a comprehen-
sive exploration of the historical and contemporary applications 
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of algorithms and AI, while concurrently challenging the prevail-
ing anthropocentric paradigm concerning creativity and the arts. 
Consequently, the utilization of AI has been adopted by artists 
and art critics.

In the contemporary era, marked by the advancement of 
algorithms and AI technologies, these discourses have acquired 
a more prominent dimension. The philosopher of information, 
Luciano Floridi, in his book The fourth revolution: How the infosphere 
is reshaping human reality (Floridi, 2014), proposes a response to 
our current narcissistic crisis. This phenomenon can be attribut-
ed to the advancements in AI, its integration within major tech-
nological enterprises, and the apprehension among artists re-
garding their potential replacement by AI. Prior to this paradigm 
shift, the concepts of art and creation were considered exclusive-
ly human attributes. The awareness of potential replacement in 
circumstances that define our distinctiveness can influence our 
self-perception. This implicit defense of our exceptional place in 
the universe, which still existed, will collapse. We were confident 
that no other creature on Earth could surpass us in intelligence. 
The infosphere is defined as an artificial informational agent that 
processes information on a large scale. While such agents have 
not yet reached the same level of intelligence as humans, they 
are rapidly approaching this benchmark. Advances in imaging 
technology have led to a situation in which our bodies, or bio-or-
gans, are increasingly transparent. This phenomenon is evident 
in a variety of imaging technologies, including video surveillance, 
CT scans, MRIs, ultrasounds, and neuroimaging. The preponder-
ance of contemporary medical technologies has had a profound 
impact on the human body, as evidenced by the significant alter-
ations it has undergone (Floridi, 2014).

This phenomenon can be understood as a form of narcissistic 
terror, stemming from the realization that we are no longer the 
sole beings endowed with intelligence. The field of AI has reached 
a point where it has surpassed human capabilities. In the context 
of AI being tasked with the creation of objects that exhibit aes-
thetic properties akin to art and other human creations charac-
terized by creativity, a pertinent question emerges: How should 
we, as a society, respond to these emerging realities? In Ancient 
Greece, Socrates established the human being as separate from 
nature and, consequently, initiated humanism based on lan-
guage and intelligence. The concept of humanism, founded on 
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“anthropological difference,” was originally theorized by Socrates, 
who is widely regarded as the originator of the concept of man. 
Socrates’ radical distancing from the natural world is widely con-
sidered to be the foundation for the development of humanism 
(Simondon, 2008). The man commences a systematic, introspec-
tive examination of his own being. If intelligence is considered a 
tool for the foundation of humankind, it can also be argued that 
it serves to put an end to anthropocentrism. Consequently, the 
basis for human identity, as established by linguistic differences, 
also signifies the dissolution of certain fundamental character-
istics and pillars of the human condition. Furthermore, artistic 
and creative endeavors stemming from human intelligence and 
emotion also demonstrate a similar tendency to succumb in this 
process: the conclusion of the artist in the 21st century. The no-
tion of creation in 21st-century art is a subject that merits close 
examination. The process of creation, when considered as an 
individual and subjective phenomenon, can be understood as a 
more visceral and physiological occurrence than a metaphysical 
one. As posited by Onians (2007), “subjectivity” is a more authen-
tic phenomenon than previously theorized, being shaped less 
by ideologies and discourses, and more by cerebral and visceral 
experiences.

The following proposal will present a theoretical framework 
for understanding the neurobiological underpinnings of hu-
man creativity, with a focus on the role of specific neurotrans-
mitters and cerebral regions in facilitating creative processes. 
Additionally, the implications of psychological faces and subjec-
tive experiences in creativity will be explored. We will propose an 
analysis of empirical processes because we are artists, and our 
proposition emerges in the practices and creative process of our 
students and our own creative process as artists. The study ana-
lyzes the artistic creation processes of other artists in everyday 
practices that could effectively impact the creative brain, and 
how these areas and neurotransmitters are active in art.

2.3	 Brain steps for the creative process

First, it is necessary to ascertain the brain regions and neu-
rotransmitters implicated to segment the creative process into 
discrete phases. A synapse has the capacity to transmit signals 
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to multiple outputs. For instance, the primary visual cortex is 
responsible for processing a portion of the sensory information 
and relaying it to other regions of the brain: the motor cortex, 
the limbic system, and memory. The hippocampal apparatus is 
critical for the formation of explicit episodic and semantic mem-
ories, and it is believed to be associated with dreams. The neo-
cortex is a region that stores the content of explicit memories. 
The amygdala plays a pivotal role in the formation of memories 
associated with emotions such as pleasure and fear. The basal 
ganglia have been demonstrated to be involved in the formation 
of implicit memory, which encompasses motor skills. The cere-
bellar region has also been implicated in implicit memory and 
motor learning. The prefrontal cortex is critical for short-term 
working memory. The phenomenon of brain stimulation is un-
derstood to occur through a specific chemical neuronal process 
known as the excitatory–inhibitory process. In the event that a 
given process is in an excitatory state, there is a reuptake of a 
specific kind of neurotransmitter. For example, if one situation 
is conducive to a depressive emotional state, the serotonin level 
is low, and it is captured, lowering the cortical level. This mech-
anism is present in every brain. When serotonin levels are high, 
the neuron activates the serotonin reuptake inhibitory function, 
thereby inducing an antidepressant state. The act of creation and 
the production of art invariably entail a process of recollection 
and remembrance. Consequently, during the creative process, 
acetylcholine, the neurotransmitter responsible for memory, will 
be inhibited. Therefore, under the fundamental principles of the 
creative process, the presence of these two stages is an inevita-
ble component of any artistic endeavor. As previously mentioned, 
specific regions of the brain have been identified as being respon-
sible for various cognitive functions, including memory, emotion, 
and motor skills. These regions have also been linked to the inhib-
itory and excitatory processes of neurotransmitters.

The following discussion will delineate several of the brain’s 
stages, correlating them with the creative process. It is impera-
tive to acknowledge that the brain does not function in a hier-
archical manner; rather, it operates in a more parallel fashion. 
During the creative process, different stimuli and regions may 
be activated, underscoring the complexity of cognitive pro-
cesses. Therefore, the neurotransmitter oxytocin has the ca-
pacity to elicit a narcissistic response to artistic creations. The 
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neurotransmitter implicated in this process has been shown to 
prompt artists to perceive their own work as art from an early 
stage (Siegel & Sapru, 2019). Semir Zeki, a neuroscientist, pro-
poses a theory on the relationship between aesthetic pleasure, 
maternal love, romantic love, and the phenomenon of suspended 
critical judgment. According to Zeki, this suspension of judgment 
occurs as a result of the inhibition of the frontal and prefrontal 
cortex. According to the aforementioned perspective, the creative 
process is initiated by the artist’s innate passion for their artistic 
creation. The term “work of art” is employed to denote an object 
that authentically exhibits characteristics that can be appraised 
as such. Second, art and creation are activities that people find 
enjoyable and that provide gratification and pleasure. The expe-
rience of creation evokes parallels with other pleasurable expe-
riences. Consequently, it aligns with the principles of pleasure. In 
a progressive process that becomes increasingly intense for this 
reason, it is difficult to relinquish this pleasure. The nature of 
the experience, whether positive or negative, is inconsequential. 
Furthermore, it is imperative to encourage those who create to re-
turn to the material. Pleasure serves as a catalyst for this process. 
In this sense, dopamine has been linked to various experiences of 
pleasure, including the consumption of alcohol, drugs, sexual ac-
tivities, and, notably, the aesthetic experience. This phenomenon 
is of interest to both the producer of the art and its appreciator.

The subjective pleasure experienced during the process of 
artistic creation has been demonstrated to facilitate the release 
of dopamine, a neurotransmitter associated with reward-relat-
ed behavior. Just as the human experience of love depends on 
the presence of novelty to maintain dopamine levels in the brain, 
the human experience of art also requires new experiences to be 
sustained. Recent findings have revealed that dopamine’s role ex-
tends beyond the realm of pleasure acquisition. This phenomenon 
engenders a more profound and pervasive sensation of pleasure. 
The objective of this study is to explore the subjective definition 
of pleasure. Consequently, dopamine emerges as a pivotal neu-
rotransmitter in the regulation and prediction of behaviors. This 
phenomenon is observable across a wide array of human activi-
ties, including the creation of art, literature, and music; the pur-
suit of success; the exploration of new realms and the discovery 
of new laws of nature; contemplation on profound questions such 
as the existence of God; and the experience of romantic love. The 
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relationship between drug use and experiences of disappoint-
ment is a complex one. Dopamine has been shown to imply a cy-
cle of frustration due to the necessary novelty; thus, adaptation 
to it is rapid. As demonstrated in the research by Lieberman and 
Long (2018), there has been an increase in the use of prohibited 
substances, including alcohol and drugs.

Consequently, the dopaminergic nature of creative activity 
is rooted in the inherent pleasure derived from the act of creation. 
Therefore, as is the case with other addictive behaviors, the ex-
perience of pleasure reemerges. The distinction in the context of 
creativity is that dopamine levels remained stable during these 
processes. This distinction between creativity and other addic-
tive behaviors is pivotal in understanding the positive impact 
of creativity on the selective inhibitory cycle of dopamine re-
uptake. This biological dopaminergic drive then underwent a cy-
cle in which our satisfaction became a static state, and the initial 
pleasure ceased to exist. The artistic creation process is cyclical, 
characterized by a cycle of narcissistic love for the created work, 
followed by a subsequent frustration that prompts a return to the 
artistic practice to reestablish the initial experience of pleasure 
and creation. The refinement of a work of art is achieved by iden-
tifying the optimal solution that will elicit a sense of pleasure in 
oneself and in the observer. Another important factor in art is 
adrenaline. The auditory cortex serves as a catalyst for adrener-
gic channels within the brain, thereby initiating creative process-
es. The process of creation, in general, and the artistic endeavor, 
in particular, are enhanced by a certain aggressive process.

A recent study developed by neuroscientists suggests that 
creativity may be enhanced in cases of frontotemporal demen-
tia and Alzheimer’s disease. From this standpoint, the notion of 
non-specialization in specific areas of the brain for particular 
tasks is contemplated (Friedberg et al., 2023). This scientific re-
search attests to the need for the visual arts in therapies to alle-
viate symptoms of diseases. This prompts a pivotal inquiry: what 
factors underpin the observed enhancement of creativity in the 
context of dementia processes? If dementia is a disease that in-
creases creative capacity in the visual arts, it may support our 
thesis that the creative process begins at a narcissistic stage. 
The initial stage in the creative process is often characterized 
by imitation and the suspension of critical judgment. Therefore, 
the existence of a particular class of neurons in the frontal and 
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prefrontal regions of the brain, known as mirror neurons, has 
been demonstrated to support certain traditional theories of art, 
such as mimesis. However, the mimetic process does not align 
with the contemporary art and creativity paradigm. In summary, 
we put forth a proposal for the development of an artificial cre-
ation system. The development of specialized processors and soft-
ware that can substitute for the human creative cerebral mech-
anism is imperative. Accordingly, it can be posited that cerebral 
regions can be conceptualized as a distinct hardware configura-
tion for a creative processor, with neurotransmitters functioning 
as the signal emitted by these regions. Regions can be considered 
analogous to hardware, while neurotransmitters can be regarded 
as analogous to software.

The subjectivity inherent in this medium can be likened to 
a distinct form of AI. Rather than exhausting the potential of 
knowledge regarding the bodily sensory reactions originating 
from the brain, we propose an illustration of how diverse fields 
must engage to generate a creative algorithm. It has become in-
creasingly evident that interactions with the digital realm elicit 
behavioral modifications. The present moment is characterized 
by the pervasive use of social networks and search algorithms, as 
well as the appropriation of data from individuals by communi-
cation and information technologies. Consequently, the interven-
tion of prominent corporations in our behaviors has become a 
prevailing reality. In this study, we propose a methodology for the 
implementation of this process through two distinct pathways. In 
essence, this involves the augmentation of creative capacity. In 
another sense, the search is underway for a truly creative enti-
ty—one that transcends the human condition and possesses the 
potential to augment our creative capacity.

2.4	 Visual interfaces: A historical perspective

Technological devices require a solution for formal and symbol-
ic understanding to become comprehensible and understood in 
the context of digital culture. The image interface is the medium 
through which exchanges are established between the human 
and the artificial domains. In A vision of the brain, Zeki (1993) pro-
poses that the faculty of vision is an evolutionary mechanism 
that facilitates the acquisition of knowledge about the world. 
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He proposes that the act of perceiving is a mechanism through 
which individuals acquire knowledge about the world. The ad-
vent of technologies such as AI, which are capable of acquiring 
data about individuals through biometric analysis of their eyes, 
marks a pivotal shift in the relationship between humans and 
technology. It is evident that our society is undergoing a process 
of increasing decoding. It is important to note, however, that cer-
tain fields within computational science have emerged as leaders 
in the development of these technologies. This field of computer 
science research has witnessed significant advancements, in-
cluding the development of virtual representations and simula-
tions of real phenomena. The real world has been expanded by 
computational simulations, which have radically altered its con-
ception and perception. To investigate and create simulations of 
the real world using a computational approach, neuroscience is 
an essential field..

The field of visual computation was established in 1980 as a 
subdiscipline of computer science that investigates the formation 
of images in the primary visual cortex. These approaches have 
precipitated a paradigm shift in the domain of graphic interfaces 
in computational vision. Consequently, the advent of new tech-
nological devices is conceivable. A computational scanning of the 
brain has emerged as a novel paradigm for analytical processes 
that occur in the brain when it is exposed to art objects or aes-
thetic experiences. The neuroimaging of the brain has enabled 
the observation of neuronal activity, cerebral processes, and 
cortical areas that are activated in response to aesthetic sensa-
tions. The concept of neuroaesthetics was initially introduced by 
Zeki (1993), and it has since garnered increasing attention from 
researchers worldwide. The advent of new subbranches of the 
aesthetic process and the brain has rendered them significant 
objects of investigation. Neuromarketing, neuroarthistory, and 
neurobiological drives are perceived as fundamental to integrat-
ing humans and artificial beings. Artificial intelligence is a new 
paradigm for establishing a brain–interface connection. This 
phenomenon is exemplified by the advent of smartphones, which 
have profoundly impacted human behavior and lifestyle pat-
terns in contemporary society. This phenomenon can be likened 
to a shift in the configuration of our brain’s neural networks.

The advent of smart technologies has precipitated a period of 
profound transformation in human beings, exerting a significant 
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influence on our social relationships, affective sensibilities, and 
sexual partnerships. At least, the development of a more pow-
erful computers is a new paradigm, and the human species has 
become interchangeable with digital technologies. In the future, 
artificial devices may potentially facilitate the development of 
frontal and prefrontal cortices, regions associated with self-con-
sciousness and individual identity. Consequently, the develop-
ment of AI will reach a point where it exhibits self-consciousness, 
a concept referred to as the “singularity” within the domain of 
AI. Throughout the history of art, creation and experimentation 
by artists have played a significant role in the advancement of 
science and technology. The creative act, in its initial phase, is 
characterized by the concepts of invention and reinvention. 
Photography is a technique that has evolved from the primordi-
al projections in caves to the advent of photography and photo-
chemical cinema. Consequently, the fundamental principles of 
visual arts have provided a conducive environment for the de-
velopment of novel concepts and methodologies in the technical 
realm. The utilization of creation as a medium for reflecting on 
the technical world has been a persistent practice among artists 
throughout history. These revolutions have consistently sought 
to broaden the creative domain. Nevertheless, experiments have 
historically functioned as a primary catalyst for advancements 
in scientific knowledge.

Art, as a primarily technical and technological phenome-
non, has evolved and driven the emergence of ways of represent-
ing, constructing, and perceiving the world. Since the advent of 
perspective, artists have altered their perception and treatment 
of images, shifting from fixed images on church walls to paint-
ings that allow the image to move. The advent of the 20th century 
marked the emergence of photochemical photography, kinetic 
works, computer art, electronic art, and, most recently, digital 
art, along with the integration of algorithms in artistic creation 
with the aid of AI. A wide array of scientific and cultural domains 
has exerted a pioneering influence on this process, encompassing 
disciplines such as art and neuroscience research. In their visual 
experiments, artists intuitively investigated the eye as an appa-
ratus, thereby discovering how the visual cortex functions and 
thus advancing science. This paradigm shift was driven by sev-
eral fields, including the transition from writing code to create 
programming codes to behavioral psychology to contemplate AI 
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(Boden, 2007). At that historical juncture, the domain of human–
computer interface research was undergoing significant devel-
opment, with a particular focus on image-based interfaces. This 
project, initiated in the 1980s, continues to the present day with 
the use of AI. The field of research concerning the functioning of 
the human brain and the manner in which we comprehend the 
visual world has undergone rapid development. The phenomenon 
of digital images, with its capacity to captivate and entice, has 
emerged as a recurrent subject in these inquiries. This phenome-
non can be attributed to the pervasive presence of screens in our 
daily lives and the manner in which we engage with and process 
digital images (Marr, 1982).

In the 21st century, significant advancements in AI have led 
to a resurgence of interest in the human brain, prompting exten-
sive research in this field. The advent of neuroscience technolo-
gies has precipitated this advancement, with biosignals being the 
focus of considerable research. The concept of “moistware” was 
developed by the artist Roy Ascott, as outlined in his Moist media 
manifesto (Ascott, 2000). In his proposal, the computational ma-
chinery must become more organic to facilitate the conclusion 
of fusion with our bodies. Presently, this objective remains a re-
mote aspiration within the realm of technological advancement. 
The human specimen is more artificial, while the computers are 
more organic. It is possible that this solution is idealistic and will 
not become a reality in the foreseeable future, particularly in the 
context of technological solutions in today’s time. However, due 
to the limited availability of materials and minerals, research 
efforts must explore alternative solutions to produce new com-
putational technologies. The proposed methodology aims to inte-
grate concepts of art, neuroscience, and technology to investigate 
creative processes mediated by AI and visual interfaces. The ob-
jective of this study is to comprehend the manner in which tech-
nological advancements can augment the potential for artistic 
creation. To this end, an analysis will be conducted to study the 
biological and computational influences on the creative process.
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3	 Methodology: framework for 
creative processes in digital art

The proposed methodological framework integrates concepts 
from the arts, neuroscience, and technology to explore creative 
processes mediated by AI and visual interfaces. The text places 
significant emphasis on the concept of algorithmic literacy, as-
serting its indispensability for comprehending and manipulat-
ing digital media. The creative cycles, drawing inspiration from 
Manovich’s principles of modularity and Boden’s creativity levels, 
are methodically structured into five stages: ideation, prototyp-
ing, simulation, feedback, and finalization. This structured ap-
proach, underpinned by iterative experimentation, aims to en-
hance artistic possibilities. The central objective of this study is 
to understand how technological advancements can expand the 
possibilities of artistic creation. To this end, the study will ana-
lyze both biological and computational influences on the creative 
process. As a critical competency within this digital and algorith-
mic framework, algorithmic literacy is emphasized. Algorithmic 
literacy is defined as the capacity to comprehend, interpret, and 
reason about algorithms and their processes, as well as to iden-
tify their applications in both open and embedded systems. The 
ability to create and apply algorithmic tools and methods to solve 
issues across a range of fields is essential. The acquisition of an 
understanding of the underlying logic of algorithmic process-
es is integral to the development of algorithmic literacy, which 
enables individuals to effectively manipulate computational 
systems rather than being passively influenced by them. An in-
creasing number of individuals, particularly those engaged in ar-
tistic pursuits, are advocating for the implementation of practi-
cal applications and the utilization of technology that facilitates 
the democratization of artistic expression through digital media 
(Semeler et al., 2024).

In the realm of digital art, the term “creative cycles” signifies 
a recurrent, iterative process entailing the evolution of concepts, 
their exploration, refinement, and culmination within a digital 
environment. This notion aligns with the perspective articulated 
by Manovich (2001) in The language of new media, wherein the au-
thor posits that digital creation is inherently modular and open 
to manipulation across multiple stages, facilitating iterations 
and real-time adjustments. According to Manovich, modularity 
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constitutes a foundational principle of digital media, comprising 
five distinct aspects: (1) numerical representation, (2) modularity, 
(3) automation, (4) variability, and (5) transcoding. The selection 
of the second principle is derived from its pertinence in the con-
text of contemporary technological advancements. This principle 
is predicated on the fractal structure of new media, thereby en-
abling the deconstruction and reconstruction of artistic elements. 
Consequently, artists are empowered to experiment with differ-
ent configurations and forms. This process mirrors the principles 
of iterative design, wherein the creative process is constantly 
refined through successive experimentation, embodying the 
concept of creative loops. Boden’s (2010) seminal work, Creativity 
and art: Three roads to surprise, builds upon this perspective by ex-
ploring how computational processes not only support but also 
expand creative cycles. Boden proposes a taxonomy of three dis-
tinct levels of digital creativity: combinational, exploratory, and 
transformational. Boden emphasizes that creativity is influenced 
by cognitive mechanisms that can be nurtured through the ac-
quisition of diverse knowledge, experimentation, and systematic 
practice within specific artistic styles.

Furthermore, she posits that cultural attitudes have the po-
tential to impede creativity, particularly when they result in the 
suppression of novel and surprising ideas, thereby hindering in-
novation. Therefore, it is imperative to comprehend the cognitive 
processes underlying creative thinking to cultivate innovation in 
both artistic and technological domains. The fundamental under-
standing of algorithmic literacy can be defined as the ability to 
comprehend and generate sequences of instructions in a comput-
er language that are executed to achieve a specific programming 
objective. The process entails the formulation of logical proposi-
tions—that is, true or false statements—through the utilization 
of conditions, recursion, looping, and various data structures 
that a computer is capable of processing. This understanding 
enables creators of algorithms to become proficient in any pro-
gramming language, as the principles of algorithmic logic are 
universal across computational systems. Proficiency in algorith-
mic thinking empowers artists and technologists to leverage AI 
and visual interfaces in innovative ways, enhancing the creative 
process through structured experimentation and iterative refine-
ment. Consequently, the symbiotic relationship between digital 
creativity and algorithmic literacy serves as the foundational 
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element for broadening artistic horizons in the digital era, there-
by facilitating the emergence of novel forms of artistic expres-
sion and interactive design.

The stages of the creative cycle in digital art methodology 
was presented, which divides the creative process in digital art 
into five main stages, based on these theoretical underpinnings. 
Initial conception (ideation): At this nascent stage, the stimula-
tion of neural activation is initiated by neurotransmitters such 
as dopamine and oxytocin, which are associated with inspiration 
and the conceptual formulation of the artistic work. This stage 
is characterized by the generation of preliminary concepts and 
the initial visualization of ideas. Visual experimentation (proto-
typing): The conceptual ideas are materialized within visual in-
terfaces, thereby enabling the artist to manipulate and explore 
aesthetic elements in a digital environment. This phase is charac-
terized by experimentation with various forms, colors, structures, 
and interactive components, which are facilitated by digital tools. 
The following is a discussion of technological interaction (com-
puter simulation): The application of advanced algorithms and 
computational techniques is instrumental in the optimization 
of artistic representation. This encompasses the use of computer 
graphics and AI to simulate visual and behavioral effects, there-
by enhancing the realism and interactive potential of the digital 
artwork. Creative feedback (aesthetic feedback): In this stage, the 
digital artwork undergoes a critical evaluation in both aesthet-
ic and conceptual terms. Sensory and perceptual responses are 
analyzed, prompting adjustments and refinements to the visual 
representation and interactive elements of the piece. This phase 
is indicative of Manovich’s concept of iterative design, wherein 
feedback loops drive continuous enhancement. Conclusion (final 
product): The creative process culminates with the integration of 
technological and artistic elements into a fully realized digital 
artifact. This final product represents the convergence of concep-
tual design, technological interaction, and aesthetic refinement, 
embodying the digital creative cycle’s iterative and modular 
nature.

In this study, we propose a model that integrates aesthetics, 
AI, and the neuroscience of art to develop a prototype of technol-
ogies for creative applications. This approach has the potential to 
deepen our understanding of digital creativity and to provide art-
ists with a structured approach to the creation of new works in a 
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computer-mediated environment. It achieves this by integrating 
neuroscience, technology, and artistic practice. The convergence 
of biological inspiration and digital manipulation has given rise 
to novel approaches in the realm of digital art, thereby extending 
the boundaries of what can be exhibited and experienced in dig-
ital environments.

4	 Results and discussions

In the domain of modern art, the advent of the algorithmic revo-
lution has precipitated a paradigm shift, profoundly altering pre-
vailing notions concerning the nature of artistic creation and the 
role of the artist in the 21st century. The advent of computers and 
digital interfaces has led to a paradigm shift in the nature of the 
creative process, which is now performed not solely by humans 
but also by machines. Additionally, it encompasses AIs capable 
of artistic creation, thereby challenging the prevailing notion 
that human creativity is the exclusive domain of humans. In this 
study, we propose a theoretical framework that explores the no-
tion that art constitutes a distinctively human form of expression 
that has come to the fore in the age of algorithms, capable of rep-
licating both cognitive and aesthetic functions. This shift in per-
spective entails a reconfiguration of the relationship between art 
and technology, giving rise to a novel paradigm of “computational 
mannerism.” Within this paradigm, aesthetic production is influ-
enced by algorithmic processes that emulate creative behaviors. 
The historical analysis presented in the document demonstrates 
that art has utilized scientific advancements to broaden its ex-
pressive capabilities since the advent of the 20th century. This 
convergence was initiated by the incorporation of psychoanalyt-
ic theories into Dadaism and Surrealism. The advent of computer 
systems modeled on the human brain has precipitated the prolif-
eration of AI as a creative instrument.

This technological advancement has facilitated the mate-
rialization of abstract concepts within visual interfaces, there-
by effecting a transformation in the perception of the creative 
process and integrating the algorithm as a collaborative agent 
in artistic creation. Furthermore, an understanding of the bi-
ological mechanisms underlying creativity is imperative, and 
neuroscience is instrumental in elucidating these mechanisms. 
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Neuroimaging studies have demonstrated the activation of spe-
cific brain areas, such as the limbic system and the visual cortex, 
during the process of creative thinking. It has been posited that 
the relationship between neurotransmitters such as oxytocin and 
dopamine plays a pivotal role in artistic motivation and the ex-
perience of aesthetic pleasure. The integration of this biological 
mapping into the development of algorithmic interfaces has en-
abled machines to imitate artistic experiences in a manner that 
is increasingly autonomous and intricate. Furthermore, empha-
sis has been placed on the notion that the concept of visual com-
puting signifies a pivotal moment in the evolution of digital art 
creation. This technique, developed in the 1980s, has expanded 
the potential for computer art by simulating natural phenomena 
in virtual environments. Advancements in particle simulation, 
advanced graphic interfaces, and facial recognition technologies 
have enabled the representation of reality in a manner that is 
unparalleled, thereby solidifying the role of AI as a creative agent. 
Consequently, the theoretical analysis’ findings suggest that the 
algorithmic revolution has not only revolutionized the produc-
tion of art but has also posed philosophical questions regarding 
the artist’s role and the essence of creativity. By incorporating bi-
ological and cognitive mechanisms, the algorithm emerges as a 
prominent figure in contemporary creation, signifying a future 
in which the distinction between human and machine becomes 
progressively indistinct in the artistic domain.

5	 Conclusion

In conclusion, although the integration of art, AI, and neuro-
science has advanced significantly, it is unclear to what extent 
AI-mediated creative processes can be considered authentic. The 
repercussions of this phenomenon on the conceptualization of 
authorship, aesthetic value, and creative consciousness remain 
to be elucidated. The dearth of consensual criteria for evaluat-
ing artificial creativity gives rise to epistemological and ethi-
cal questions concerning the entity responsible for the creation. 
Consequently, the issue of what factors contribute to the designa-
tion of a creation as genuinely creative arises. The role of emotion 
and intentionality in this process is a critical question that must 
be addressed. The integration of art, AI, and neuroscience has led 
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to a redefinition of the concept of creativity, thereby disrupting 
the long-standing anthropocentric paradigm that has sustained 
the idea for centuries, asserting that artistic creation is an exclu-
sively human phenomenon. Digital technologies, propelled by ad-
vancements in neuroimaging and machine learning algorithms, 
have demonstrated the capacity to replicate and augment cre-
ative processes through artificial systems.

Through the implementation of algorithmic simulations 
and the integration of enhanced visual interfaces, it becomes ev-
ident that the materialization of aesthetic concepts is not merely 
an outcome of the process but rather a crucial element in itself. 
Moreover, the emulation of cognitive processes associated with 
the creative act is not merely a byproduct but an intentional 
component of the design. Recent neuroscientific studies have in-
dicated that the activation of specific regions of the brain, such 
as the prefrontal cortex and limbic system, in conjunction with 
neurotransmitters such as dopamine and oxytocin, plays a crit-
ical role in the experience of beauty and the motivation for cre-
ative endeavors. This understanding facilitates the development 
of AI systems that replicate these mechanisms, thereby enabling 
artistic creation that transcends human intentionality. From this 
vantage point, the advent of AI-mediated artistic creation has 
given rise to a novel domain of theoretical and philosophical in-
quiry, one that interrogates the boundaries between authorship, 
originality, and creative awareness. The capacity of machines to 
engender works that evoke intricate emotional and aesthetic re-
sponses necessitates a reevaluation of the conventional notions 
of art and the artist. This reevaluation suggests a transition from 
a human protagonist to a hybrid cognition shared with artificial 
devices.

This phenomenon not only alters the process of creation but 
also impacts the manner in which we interpret and value artis-
tic production. Consequently, the evolution of AI technologies 
applied to art represents more than a mere technical advance-
ment; it is an invitation to reinterpret the aesthetic and onto-
logical foundations of creation. The boundaries between human 
and machine become increasingly indistinct, and the concept of 
creativity expands, paving the way for an era in which art and 
technology coexist and influence each other and redefining the 
very meaning of creation. In contemplating creativity within a 
paradigm characterized by the pervasive apprehension of being 
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superseded by AI, it becomes evident that there is an imperative 
and urgent need for augmented investment and research in this 
domain. Innovation, defined as the introduction of new ideas or 
methods, permeates all fields of knowledge, and the basis for this 
is creativity. At present, we are observing a “simulation of human 
creativity.” However, this does not imply that AI will not eventu-
ally exceed human capabilities in this domain.

In conclusion, prospective endeavors in the sphere of AI sys-
tem development include the conceptualization of methodologies 
that facilitate the emulation of affective states during the cre-
ative process. These methodologies are predicated on the utiliza-
tion of dopamine and oxytocin models. The objective of this study 
is to examine the design of hybrid creative platforms that facil-
itate collaborative authorship between humans and AI agents. 
The following study will explore the legal frameworks that have 
been established for the management of intellectual property in 
the domain of AI-generated art. This study presents the findings 
of longitudinal studies on the evolving public perception of AI art 
over time.
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Abstract

This study proposed an obstetric decision-support system with 
the objective of strengthening maternal autonomy and advanc-
ing the health objectives of Agenda 2030, with a particular focus 
on Sustainable Development Goal 3. The research employed a 
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qualitative, applied, and exploratory approach, integrating digi-
tal health, evidence-based care, and epistemological perspectives 
to formulate a structured environment tailored to pregnant wom-
en. The objective of this study was to address critical informa-
tional asymmetries in obstetric care through a digitally enabled, 
evidence-based model that empowered pregnant individuals in 
clinical decision-making. The methodological approach entailed 
a comprehensive review of the extant literature, requirement en-
gineering, and the application of Unified Modeling Language dia-
grams to formalize system functionalities. The results of the study 
included a multilayer informational infrastructure comprising a 
dynamic layer for adaptive learning via algorithmic curation of 
scientific evidence and lived experiences, enabling personalized 
recommendations, and a static layer for birth planning and sce-
nario simulation, integrating validated guidelines to reduce un-
certainty. The integration of scientific evidence with user expe-
riences facilitated the translation of World Health Organization 
guidelines into comprehensible and implementable information, 
thereby reducing informational asymmetries and enhancing the 
gestational decision-making process. The architecture prioritized 
intelligibility, traceability, and user-centric navigation, ensuring 
alignment with maternal profiles and preferences. The findings 
suggested that the formal modeling process facilitated the con-
version of normative content into a computable and auditable 
structure, thereby promoting autonomy without compromising 
clinical safety. The study’s findings indicated that a digitally me-
diated informational base, conceptualized at the nexus of health, 
information, and technology, served as a pivotal infrastructure 
for ensuring dignified, equitable, and humanized obstetric care. 
This contributed structurally to high-quality health systems by 
bridging evidence–practice gaps.

KEYWORDS: information systems, evidence-based care, health humanization, 
UML modeling, obstetric decision
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1	 Introduction

According to the World Health Organization (WHO), health is de-
fined as a state of complete physical, mental, and social well-be-
ing that transcends the mere absence of disease or infirmity 
(WHO, 1946). This conception serves to expand the understand-
ing to a biopsychosocial perspective, which is fundamental in the 
formulation of the Sustainable Development Goals (SDGs), espe-
cially SDG 3: “Ensure healthy lives and promote well-being for all 
at all ages” (UN, 2015, p. 23). Examples of this evolution include 
telemedicine and telehealth approaches (Macedo et al., 2015; Puel 
et al., 2014; Soares et al., 2013; Souza Inácio et al., 2014). Despite 
the potential of technological advancements to enhance health 
promotion, extend life expectancy, alleviate suffering, and pro-
mote cellular restoration, healthcare systems have historically 
fallen short in providing universal, safe, and high-quality care 
(Institute of Medicine US, 2001, pp. 2–3). Facilities equipped with 
structural and human resources, including health profession-
als, potable water, electricity, and medications, are essential for 
the realization of quality care. However, the isolated presence of 
these factors does not guarantee excellence in care (Kruk et al., 
2018, p. 1197). Despite the availability of adequate tools, adverse 
scenarios persist, reflecting a series of failures. These failures 
include the increase in inappropriate, unnecessary, or out-of-
context actions, which highlight significant gaps in areas such as 
user experience, competence, and trust in the system, as well as 
people’s well-being.

In the domain of obstetrics, the Global Strategy for Women’s, 
Children’s, and Adolescents’ Health (WHO, 2015) emphasizes 
the reduction of preventable mortality in addition to promoting 
well-being and psychological safety. This strategy is consistent 
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with the objectives outlined in SDG 3, which aims to ensure that 
“women and babies not only survive childbirth complications, 
should they occur, but also thrive and realize their potential for 
health and life” (PAHO, 2019, p. 1). This approach is intrinsically 
linked to human rights, as recognized in Resolution 18/2 of the 
Human Rights Council, which legitimizes women as active agents 
in decision-making regarding their sexual and reproductive 
health (OHCHR, 2012, p. 5). Despite the advancements in reduc-
ing maternal and neonatal mortality associated with access to 
facilities for high-risk cases, there has not been commensurate 
progress in the humanization of care, as evidenced by the prolif-
eration of obstetric violence. This reality indicates that, during 
periods of heightened physical and emotional vulnerability (e.g., 
pregnancy, childbirth, and the postpartum period), many women 
encounter adverse experiences in healthcare settings, including 
mistreatment, disrespect, and neglect (D’Oliveira et al., 2002). 
The consequences of these experiences can persist not only for 
the affected women but also for their family units.

Moreover, the pervasive medicalization of childbirth has 
eroded women’s capacity to autonomously manage their labor. 
This phenomenon is evidenced by the fact that a substantial pro-
portion of healthy pregnant women are subjected to a range of 
routine clinical interventions, the efficacy of which is often ques-
tionable, and whose potential adverse effects should not be over-
looked (Coulm et al., 2012; EURO-PERISTAT, 2013; Renfrew et al., 
2014). The absence of a universal consensus on the definition and 
measurement of these issues, in conjunction with the insensitivi-
ty of interventionist methodologies to women’s needs, values, and 
preferences, undermines informational equity and exacerbates 
disparities in accessing adequate care (PAHO, 2019, pp. 1, 8). It 
is imperative to acknowledge that all women possess an inher-
ent right to the pinnacle of attainable well-being, encompassing 
dignified and respectful care, along with safeguards against vio-
lence and discrimination. Substandard practices, therefore, rep-
resent egregious violations of fundamental human rights (WHO, 
2014, pp. 1–2). As indicated by the Royal College of Obstetricians 
and Gynecologists (2017) and Downe et al. (2015), a positive ex-
perience is contingent upon the presence of certain essential 
elements. These elements include the maintenance of physical 
normality for both the mother and the infant, as well as the pre-
vention and treatment of risks, diseases, and death. Additionally, 
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the maintenance of psychosocial normality is imperative, ensur-
ing a pregnancy characterized by self-esteem, competence, and 
autonomy. In this regard, the WHO has underscored the signifi-
cance of imparting efficacious communication concerning phys-
iological, biomedical, behavioral, and sociocultural concerns, 
along with the provision of comprehensive support, encompass-
ing social, cultural, emotional, and psychological dimensions, to 
expectant mothers in a manner that respects their dignity (WHO, 
2015). However, studies demonstrate that in low- and middle-in-
come countries, adherence to evidence-based guidelines remains 
suboptimal, with professionals exhibiting an average compli-
ance rate of 47% in complying with care recommendations (Kruk 
et al., 2018, p. 1203).

In Brazil, public policies such as the National Program for 
the Humanization of Childbirth (2000), the Companion Law 
(2005), and the “Stork Network” (Rede Cegonha, in Portuguese) 
(2011) were implemented in an effort to address these challeng-
es. However, the official exclusion of the term “obstetric violence” 
from policy guidelines in 2019 (Leite, 2014, 2021) compromised 
progress in measuring and addressing these practices. In this 
scenario, access to qualified information is configured not only 
as a right but as an indispensable condition for the empowerment 
of pregnant women (Targino, 1991, p. 155), thereby shifting them 
from passive recipients to active protagonists in their healthcare 
(Almeida Junior, 2009). Consequently, effective information, as a 
foundational element, empowers the pregnant woman to assume 
a central role in her gestational cycle. This empowerment enables 
her to seek answers that can support decisions regarding actions 
and interventions with a minimal degree of uncertainty, foster-
ing the potential for argumentation and inquiry. Consequently, 
the dissemination of accurate information has emerged as a 
strategic element to mitigate vulnerabilities and enhance the hu-
manization of obstetric care. This underscores the necessity for 
robust informational infrastructures that facilitate knowledge 
sharing and the monitoring of care quality. While equity tran-
scends the technological sphere, digital solutions have the po-
tential to reduce informational gaps in care for pregnant women, 
thereby promoting the empowerment of patients, families, and 
communities (Guimarães & Silva, 2011, p. 3553).

In light of this necessity, it is acknowledged that the daily 
engagement in health-promoting practices is contingent upon 
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the availability of information through communication channels, 
with technological advancements playing a progressively pivotal 
role in facilitating these activities. It is therefore emphasized that 
the establishment of robust foundations for an advanced health 
scenario necessitates not only physical tools, such as equipment, 
medications, and materials, but also novel attitudes, competen-
cies, and behaviors, predicated on the capacity and propensity 
to learn from data (Kruk et al., 2018, p. 1202). In an era marked 
by accelerated digital transformation, propelled by the interplay 
between technological advancements and sociocultural shifts, 
there emerges a pronounced imperative for seamless integration 
of the health sector with information and communication tech-
nologies (ICTs). This integration is pivotal in attaining the objec-
tives of paramount quality and ensuring individualized safety 
measures. Moreover, it is essential for fulfilling the obligations of 
investigation, notification, and humanitarian action in the con-
text of public health (WHO & ITU, 2012). Digital health, defined as 
the systematic use of ICTs to strengthen informed decisions and 
promote well-being, has consolidated itself as an essential tool in 
care delivery (WHO, 2019). This initiative has garnered recogni-
tion from the World Health Assembly (2018), underscoring its sig-
nificance in promoting universal coverage and enhancing service 
quality. However, the implementation of these technologies faces 
challenges, such as subjectivity in interpretation by developers 
and the absence of systematized documentation, which compli-
cates replication and monitoring (WHO, 2021).

Accordingly, this study is guided by the following central 
question: By what means may an informational proposal be de-
veloped that would enhance the empowerment of those involved 
in obstetric care through the dissemination of evidence-based 
information? Answers are sought for the translation of scientif-
ic knowledge into accessible language, the prioritization of the 
most relevant themes for building maternal knowledge, and the 
integration of necessary components to ensure effective and op-
timized access to information. The objective of this study is to 
contribute to obstetric care that is more humane, equitable, and 
centered on women’s autonomy. The study will articulate struc-
tural, social, and technological dimensions to strengthen health 
systems in facing contemporary challenges. In light of contem-
porary demands for integrated solutions between health and 
technology, this study proposes an obstetric informational model. 
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This model constitutes a structured and specialized channel. The 
purpose of this channel is to foster the autonomy of pregnant 
women. It does so by providing access to information that has 
been rigorously validated and updated. The model is supported 
by the WHO international regulations and articulated on the 
foundations of digital health. It adopts an informational empow-
erment approach, prioritizing the strengthening of the user’s de-
cision-making capacity throughout pregnancy.

The objective of this study is to develop a structured obstetric 
information base through an autonomous digital learning sys-
tem, with the aim of promoting informational empowerment and 
the generation of maternal knowledge. This objective is intend-
ed to strengthen the autonomy of pregnant women and reduce 
uncertainty related to the relevance, consistency, and adequacy 
of health practices. To this end, this study seeks to analyze the 
specific informational demands of pregnant women, their im-
pacts on the care process, and the necessary actions to minimize 
difficulties faced during pregnancy. This analysis will consider 
the importance of accessible and evidence-based information to 
transform users into active protagonists (Almeida Junior, 2009; 
Targino, 1991). This analysis proposes the development of a digital 
platform to centralize and organize content in accordance with 
scientific guidelines. This platform is intended to complement, 
rather than replace, medical guidance, in alignment with the 
principles of digital health and the humanization of care (Kruk 
et al., 2018; WHO & ITU, 2012). The successful establishment of 
a high-quality healthcare system is contingent upon the imple-
mentation of universal rights through the meticulous execution 
of evidence-based practices, disseminated by means of reliable 
informational flows. In the field of obstetrics, achieving excel-
lence entails more than merely providing advanced technologies; 
it necessitates a gestational journey founded on the principles of 
women’s autonomy and active engagement in clear communica-
tion processes unencumbered by biases or distractions that might 
compromise information integrity. The proposal’s scope extends 
beyond the mere reduction of recognized violations, aiming to 
transform the health field by minimizing informational failures 
with the support of digital technologies.

High-quality health systems should consider individuals, 
families, and communities as active partners whose needs and 
preferences should shape institutional responses (Kruk et al., 
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2018). In the context of obstetrics, the asymmetrical distribu-
tion of power and information between healthcare professionals 
and pregnant individuals underscores the urgency of this cen-
trality. This dynamic functions as a moral and practical mech-
anism for empowerment and accountability (Kruk et al., 2018). 
Consequently, there is an explicit demand for informational 
bases that not only expand sharing networks but also translate 
and clarify content in an accessible way, promoting the empow-
erment of pregnant women. As Araújo (1992) emphasizes, the 
dissemination of information and knowledge has the capacity to 
disrupt historically discriminatory power relations. This vision 
is consistent with the 2030 Agenda, which emphasizes obstetrics 
centered on the woman as an active agent of her own health. In 
the subsequent section, an examination of extant literature will 
be conducted to explore the informational bases in health and 
their relationship with the humanization of obstetric care.

1.1	 Literature review

In recent decades, there has been a growing consensus that sus-
tainable health advancements require not only specific techno-
logical innovations but systemic transformations that integrate 
social, political, economic, and cultural aspects in favor of biopsy-
chosocial well-being. While the millennium development goals 
(MDGs) have been acknowledged to have promoted significant 
advancements, such as a 45% reduction in global maternal mor-
tality between 1990 and 2015 (Brizuela & Tunçalp, 2017), the cur-
rent 2030 Agenda has been regarded as an expansion of this scope 
by incorporating equity as a structuring axis. This incorporation 
ensures not only access but also the quality and adequacy of care. 
Consequently, it is acknowledged that high-performance health 
systems must be cognizant of individual, cultural, and contextual 
variations, providing ethical and effective responses to the popu-
lation’s demands. This global movement is exemplified by initia-
tives such as the Commission on High Quality Health Systems in 
the SDG Era, which delineates four strategic fronts: governance 
with a focus on quality, redesign of service delivery, transforma-
tion of the workforce, and stimulation of demand for quality by 
users (Kruk et al., 2018). Concurrently, the Institute of Medicine 
proposes six fundamental dimensions for patient-centered care: 
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safety, effectiveness, timeliness, efficiency, equity, and respect for 
individual preferences (Institute of Medicine US, 2001). By un-
derscoring the imperative for the user experience to inform all 
clinical decisions, this framework underscores the pressing need 
to reconfigure systems to prioritize technique, active listening, 
and the establishment of mutual trust.

This paradigm shift is also expressed in the 10 rules for re-
designing care systems proposed by the same committee. These 
rules include recognizing the patient as the source of control, the 
unrestricted sharing of information, and evidence-based deci-
sion-making (Institute of Medicine US, 2001). These guidelines 
underscore the notion that information is not merely an adjunct 
to care, but rather a fundamental element that provides a frame-
work for, substantiates, and evaluates the quality of care. In 
this context, obstetrics emerges as a field replete with tensions 
and possibilities. The WHO has outlined guidelines for mater-
nal and neonatal care, proposing a theoretical model based on 
Donabedian’s (2005) structure-process-outcome triad, which is 
distributed into eight domains that articulate technical qual-
ity and subjective experience (WHO, 2018). Consequently, the 
concept of excellence in health is understood to encompass two 
fundamental aspects: clinical competence and the communica-
tional and relational capacity of healthcare professionals. In this 
scenario, the evaluation of quality must extend beyond objective 
outcomes, incorporating criteria such as the adequacy, integrity, 
and intelligibility of the information conveyed to the user. The ne-
cessity for mechanisms that translate scientific knowledge into 
comprehensible language is underscored by the incorporation of 
information as an axis of guidance and the maturation of care. 
This process restores the right of pregnant women to comprehend, 
interrogate, and determine. As Kruk et al. (2018) assert, the es-
tablishment of a quality system is predicated on the presence of 
informed, engaged, and respected subjects. However, the transfer 
of decision-making to professionals and institutions engenders 
an informational asymmetry that impedes free and informed 
choices, particularly regarding the type of birth and interven-
tions performed (Zorzam, 2013). This context is further exacer-
bated by a pathologizing conception of the female body, which 
transforms childbirth into a risk to be controlled by often unnec-
essary procedures, contradicting evidence-based recommenda-
tions (Diniz, 2009; Zorzam, 2013).
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The persistence of obsolete practices, such as episiotomies, 
inductions without clinical indication, and risky maneuvers, fur-
ther compromises the quality of obstetric care and produces del-
eterious effects on maternal health and well-being (Diniz, 2009). 
The dearth of lucid and sufficient information regarding proce-
dures undermines autonomy, as evidenced by the finding that a 
mere one-third of women feel adequately informed about the ex-
ams or medications administered during childbirth (Domingues 
et al., 2004). Moreover, the challenge of comprehending medical 
counsel affects over 70% of pregnant women receiving primary 
care (Mota et al., 2015). This predicament engenders a milieu of 
uncertainties and trepidations, thereby impeding women’s ca-
pacity to engage proactively in decision-making processes con-
cerning their health. It is important to acknowledge that the ab-
sence or distortion of information can be considered a form of 
informational violence. This type of violence undermines the dig-
nity and rights of pregnant women, impeding their capacity to 
identify abusive practices (Russo & Carrara, 2015). Confronting 
this predicament necessitates the establishment of obstetric in-
formational ecosystems that integrate the equitable distribution 
of resources with policies that promote women’s active engage-
ment in shaping digital infrastructures, thereby facilitating com-
municative processes that elucidate the biological, psychological, 
and social dimensions involved in the construction of care (Souza 
et al., 2011).

2	 Methodology

This study is configured as an Application or Technological 
Adaptation Project, as it is directed towards the creation of inno-
vation assets through the generation of products, processes, de-
vices, and services based on scientific knowledge and formatted 
as technological systems subject to testing and evaluation (Fuck & 
Vilha, 2011). Its classification as an applied investigation is pred-
icated on its objective of achieving practical applications, with 
the aim of resolving specific problems (Silva & Menezes, 2001, p. 
20). In the context of this work, the application manifests itself in 
the proposition of a model intended to generate knowledge and 
to instrumentalize the exchange of information about obstetric 
care, seeking to solve demands and fill concrete informational 
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gaps. With respect to its objectives, this study is exploratory in 
nature, as it seeks to meticulously examine facts, phenomena, or 
new knowledge about which there is a paucity of information 
(Tobar & Romano Yalour, 2001). Concurrently, it is descriptive in 
nature, by presenting a series of information about the object of 
analysis, detailing the facts and phenomena of a particular reali-
ty (Triviños, 1987). In terms of methodology, the study is classified 
as qualitative. This is due to the fact that the research is charac-
terized by an inductive approach to data analysis, whereby the 
researcher derives concepts, ideas, and understandings from 
patterns identified in the studies (Reneker, 1993). The qualitative 
approach is applicable to the entire development process of the 
proposed model, encompassing its definition, conception, and 
subsequent model evaluation stage.

The research methodology encompasses a bibliographic sur-
vey and the development of Unified Modeling Language (UML) 
diagrams (Hamilton & Miles, 2006). The scientific literature pro-
vided the conceptual basis on health, information, and technol-
ogy, which was crucial for identifying the problem, defining ob-
jectives, and constructing the theoretical framework. To develop 
the model, we utilized the Digital Adaptation Kit for Antenatal 
Care, the Digital Implementation Investment Guide, and the 
recommendations on digital interventions for health system 
strengthening from the WHO. These resources were complement-
ed by principles of Requirements Engineering and Design Science 
Research. In the context of the investigation, the initial focus was 
on assessing the informational needs of pregnant women, taking 
into account the challenges they encounter in accessing reliable 
and current healthcare guidance. This preliminary diagnosis was 
predicated on informal data collection on digital platforms, such 
as social networks, and in direct conversations with pregnant 
women, who shared authentic accounts of their difficulties in 
finding information. This preliminary understanding proved to 
be pivotal in delineating the scope of this study, which focused on 
understanding a scenario characterized by uncertainties and an 
abundance of conflicting information.

The theoretical framework of the study was developed 
through an extensive review of the extant literature. The sur-
vey provided the conceptual foundation for the subsequent de-
velopment of the work, in addition to delineating the general 
and specific objectives that guided the subsequent phases. A 
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documentary mapping of past and current guidelines on health, 
information, and obstetrics was carried out, with a special fo-
cus on reports issued by the WHO in the last decade, prioritizing 
the most recent documents. In addition, a comprehensive explo-
ration was conducted of prominent databases, including Latin 
American and Caribbean Health Sciences Literature (LILACS), 
Nursing Databases (BDENF), Scientific Electronic Library Online 
(SciELO), ScienceDirect, Cumulative Index to Nursing and Allied 
Health Literature (CINAHL), and the US National Library of 
Medicine—National Institutes of Health (PubMed). The utiliza-
tion of standardized descriptors, as delineated by DeCS (Health 
Sciences Descriptors) and MeSH (Medical Subject Headings), 
such as “health,” “obstetrics,” “information,” “technology,” and 

“mobile applications,” was employed to conduct a comprehen-
sive and precise data prospection. This approach was designed 
to encompass the multidimensional complexity of the object un-
der analysis. Complementary searches were conducted in na-
tional repositories, such as the portal of the Coordination for the 
Improvement of Higher Education Personnel (CAPES), and in 
normative documents, manuals, guidelines, and legislation per-
taining to prenatal care in Brazil, originating from the Ministry 
of Health. Thus, the technical-legislative aspects were articulat-
ed with the practical and informational requirements of preg-
nant women.

The technical specification phase was guided by the guide-
lines of the Digital Adaptation Kit for Antenatal Care (WHO, 2021), 
implemented sequentially according to the digital structuring 
stages recommended in said document. The functional design of 
the proposed system was realized using the Figma tool, grounded 
in the precepts of Requirements Engineering and the guidelines 
of Design Science Research. This approach aimed to ensure in-
tegration between functional requirements and the specificities 
of the obstetric domain. The modeling employed UML notation to 
delineate both the behavioral and structural aspects of the sys-
tem, through use case, activity, sequence, class, and component 
diagrams. These diagrams enabled the graphical representation 
of the static topology of the involved entities, their interrelations, 
attributes, and operational flows, culminating in a logical archi-
tecture congruent with the proposition of informational empow-
erment through access personalization and adaptive navigability.
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3	 Results

In light of the multifaceted nature of contemporary obstetric 
demands, a systemic proposal has been formulated with the ob-
jective of developing a multifaceted instrument capable of trans-
lating evidence and experiences into operational resources. The 
delineated structure is predicated on stratified modeling, con-
ceived from an interdependent logic of distributed networks, in 
which each element coexists in a collaborative regime, favoring 
both automated learning and evidence-based decision-making. 
This architecture was organized into two main navigation layers: 
the dynamic layer and the static layer. These layers are inter-
complementary in guiding the gestational journey. Consequently, 
they establish a modular, responsive, and evolutionary system 
that accommodates distinct degrees of autonomy and complexity, 
according to the user’s informational needs and gestational stage.

3.1	 Dynamic layer: Monitoring by science–experience

This layer, which constitutes the active core of the system, func-
tions as an adaptive learning interface. It is fed by scientific 
sources and empirical records, thereby enabling the automated 
screening, curation, and categorization of recommendations, 
rights, and narratives. This dynamism is operationalized by algo-
rithmic extraction and filtering technologies, resulting in respon-
sive personalization of guidance according to the user’s progress 
on the platform. Its functional flows are structured into four axes:

1.	 Profile segmentation: It performs user classification based 
on clinical–contextual variables, allowing for accurate con-
textualization of recommendations.

2.	 Evidence mining and translation: It promotes the automated 
collection of clinical data and guidelines, with subsequent 
conversion into accessible language, maintaining scientific 
rigor.

3.	 Experience curation: It enables the sharing of experiences 
among users by similarity, constituting an empirical sup-
port environment.
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4.	 Guidance personalization: It aggregates data from previous 
modules, promoting adapted recommendations that evolve 
according to the pregnant woman’s journey.

3.2	 Static layer: Planning for decision-making

The static layer facilitates long-term planning by means 
of the organization of birth plans and outcome simulation. 
Notwithstanding the existence of non-digital records, its inte-
gration with scientifically validated guidelines enhances deci-
sion-making and reinforces user autonomy. This layer is com-
posed of:

1.	 Birth plan: An interactive interface allows for detailed con-
figuration of birth preferences, with automated recommen-
dations based on previously mined guidelines.

2.	 Scenario simulation: It generates representations of the po-
tential outcomes of choices made, accompanied by risk–ben-
efit analysis with a clinical, logistical, and emotional focus.

3.3	 System details

To facilitate the integration of clinical guidelines into digital 
public health environments, the WHO has developed a set of dig-
ital adaptation kits. These kits are designed to standardize the 
translation of recommendations into operational structures that 
have been validated for their effectiveness (Tamrat et al., 2022). 
In accordance with the eight proposed structuring components 
delineated by the WHO (2021, p. 7), this study examines two of 
these components in particular. The following elements are of 
particular relevance in this context: operational processes and 
workflows and the main dataset. The inherent complexity of sys-
tem development, irrespective of whether the development is for 
a mobile application or a corporate-scale initiative, poses chal-
lenges regarding the definition of components, their functions, 
and relationships. In this sense, modeling can be regarded as a 
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method of abstraction, with the objective of elucidating funda-
mental principles and facilitating technical comprehension that 
is amenable to critical scrutiny (Hamilton & Miles, 2006, p. 23). 
To ensure precise formal representation, the UML was adopt-
ed, given its capacity for modular adaptation according to the 
project context. In this investigation, two dimensions were pri-
oritized: the behavioral, focusing on inter-object flows in the con-
text of operational processes and workflows, and the structural, 
dedicated to the topology of intra-object data in the main dataset.

3.3.1	 Operational processes and workflows

Operational processes encompass the systemic logic of the ap-
plication’s functioning in its temporal, distributed, and interac-
tional dimensions. It entails the formalization of connections 
between actors, functional modules, and computational mecha-
nisms. When articulated under defined conditions, these connec-
tions organize the solution’s behavior throughout usage cycles. 
The following diagrams illustrate the articulation in question, 
meticulously unfolding the system’s behavior into its constituent 
sublayers. This approach facilitates a comprehensive and nu-
anced visualization of systemic interactions (OMG, 2011).

3.3.1.1	 UML use case diagram

The use case diagram elucidates the core functionalities attribut-
ed to the user and the system, delineating the contact points be-
tween them through interaction flows. The model employs dashed 
lines to symbolize the bidirectional transit of data and events, 
conceptualizing the user as an agent of actions such as naviga-
tion, data insertion, and birth plan construction. In response, the 
system executes tasks of data verification, mining, and validation, 
as well as the organization and storage of plans and experiences. 
The capacity for scenario simulation and access to reports is also 
integrated into the represented functional matrix (Figure 1).
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Figure 1.	 UML use case diagram. Source. Author.

3.3.1.2	 UML activity diagram

The diagram organizes the user’s and system’s activity modules 
into horizontal pools, subdivided into specific lanes for opera-
tions such as data verification, plan construction, evidence clas-
sification, and scenario analysis. The sequence of actions com-
mences with user authentication and unfolds according to the 
user’s choices. In this process, data are encrypted and directed to 
analytical engines that apply rules for generating personalized 
recommendations. The model also incorporates feedback cycles 
and continuous reconfiguration of guidance, ensuring dynamic 
adherence to inserted data (Figure 2).
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Figure 2.	 UML activity diagram. Source. Author.



Obstetric decision-support system: An informational model for maternal autonomy towards the Agenda 2030 health goals | 57

3.3.1.3	 UML sequence diagram

The sequence diagram, which is organized vertically into “life-
lines,” portrays the interaction among five main entities: user, in-
terface, database, application, and rules engine. The user inputs 
data, which traverses the technical circuit from the interface to 
the database, undergoing encryption, grouping, and validation. 
The application processes the profiles, and the rules engine acts 
in the semantic verification of sources and in the classification 
of reports. This results in specific recommendations and iterative 
simulations that feed back into the system (Figure 3).

Figure 3.	 UML sequence diagram. Source. Author.
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3.3.2	 Main dataset

The formal description of data objects enables the capture of the 
logical structure that underlies the coherence of flows and the 
emergent behavior of the system. The decision to represent these 
components through three structural diagrams—class, object, 
and component—was made under the assumption that all func-
tionality stems from structural entities (OMG, 2011).

3.3.2.1	 UML class diagram

The class diagram illustrates the structural framework of the 
object-oriented system, delineating the fundamental classes, 
their attributes, and associated methods, as well as the compo-
sition, aggregation, and dependency links between them. The 
central class ProfileSegmentation encapsulates four entities: 
PersonalData, HistoryHealth, AccessCare, and Lifestyle, whose 
data are collected, validated, and encrypted before storage. The 
BirthPlan class is a comprehensive program designed to facili-
tate the aggregation of a pregnant woman’s preferences, there-
by enabling the generation and verification of personalized 
plans. The ObstetricInformationalBase is a comprehensive re-
pository that consolidates profile data, birth plans, and evi-
dences, thereby serving as a centralized information hub for 
the system. SimulationScenarios are models of decision scenar-
ios. CuratingExperiences and PersonalizationRecommendations 
are concerned with empirical accounts and individualized rec-
ommendations, respectively. The data flow is enabled by the 
ProcessingData and Preprocessing classes, which are responsible 
for critical operations such as normalization, backup, linguistic 
adaptation, and pre-conditional verification. This modular, cohe-
sive, and extensible structure facilitates the application’s mainte-
nance and evolution (Figure 4).
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Figure 4.	 UML class diagram. Source. Author.

3.3.2.2	 UML object diagram

The object diagram instantiates the previously defined classes, 
thereby enabling the observation of the system in a real execu-
tion state. Each class is represented by an object that contains 
values derived from user input. For instance, the Patient Profile 
section includes specific data elements such as the patient’s 
name, age, and clinical history. In contrast, the Birth Plan com-
ponent reflects validated and adapted preferences. Objects such 
as Data Processing and Personalization of Recommendations 
operate with transformed and filtered data, delivering specif-
ic recommendations. In the Sources layer, clinical evidence and 
shared experiences are instantiated as Evidence Consultation 
and Curating Experiences, containing real data, such as scientific 
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articles and birth narratives. The model provides a precise view 
of the operational interdependencies and dynamic data flow be-
tween the system’s objects (Figure 5).

Figure 5.	 UML object diagram. Source. Author.

3.3.2.3	 UML component diagram

The following diagram illustrates the application’s modular ar-
chitecture, which is structured into three layers: User, Data 
Transformation, and Sources. The first category comprises in-
terface components, including Patient Profile and Birth Plan, 
which are responsible for data collection and submission. These 
data are processed in the intermediate layer by modules such 
as Data Processing and Personalization of Recommendations, 
which perform normalizations, groupings, and guidance gener-
ation. The Scenario Simulation component utilizes these data to 
assess potential outcomes. Within the Sources layer, the Evidence 
Consultation and Curating Experiences modules facilitate the 
access and organization of external content, which subsequently 
feeds back into the system. Each component is connected by ex-
plicit interfaces such as InputProfile, OutputVerifiedPlan, and 
AccessRecommendations, ensuring data integrity, interopera-
bility, and traceability. The diagram offers a clear visualization 
of the technical responsibilities of each functional block and the 
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relationships between them, facilitating the solution’s mainte-
nance and scalability (Figure 6).

Figure 6.	 UML component diagram. Source. Author.

4	 Discussion

This study reflects the intersection between instances that are 
usually treated in a compartmentalized manner. It simultane-
ously articulates the three essential layers for its functioning: 
the health layer, anchored in clinical and biomedical guidelines; 
the informational layer, which structures data flow and its con-
version into applicable knowledge; and the technological layer, 
which operationalizes these processes through digital solutions 
of algorithmic personalization. The model is predicated on the in-
tricacy of contemporary obstetric care, endeavoring to transcend 
the mere dissemination of information and instead comprise a 
dynamic decision support ecosystem. In this ecosystem, scientific 
information is augmented by curation, with the objective of cus-
tomizing guidance and interventions. The decision is founded on 
the objective of operationalizing the concept of patient-centered 
care within the paradigm of obstetric digital health, with a par-
ticular emphasis on empowering pregnant individuals and en-
hancing the quality of care. From this perspective, the multilayer 
system concept also allows for the articulation of the pregnant 
woman’s local needs (specific, contextual, and individual) with 
the global requirements of best obstetric practices, based on sci-
entific sources. The plurality applied here leverages the ability to 
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combine layers of micro- and macro-knowledge, optimizing the 
operationalization of personalized and evidence-based solutions 
within the same digital environment. Additionally, the concept of 
layers in health science alludes to the stratified structures of care 
needs—ranging from basic to highly specialized—and of knowl-
edge dissemination itself, where raw data are transformed into 
information, and information, once processed and applied, be-
comes usable knowledge.

Another theoretical underpinning of this system is the in-
tegration of science and experience, grounded in the principles 
of practical epistemology (Sbissa et al., 2011) and evidence-based 
practice. This integration is further enriched by the incorpora-
tion of users’ individual voices and narratives, a crucial element 
in transcending the conventional barriers encountered by health 
systems, which frequently exhibit a disconnect with contextual 
realities. The proposed system integrates these two levels, offering 
a balance between generalizable clinical recommendations and 
adaptation to each pregnant woman. This intersection is critical 
because it acknowledges that scientific knowledge, while robust, 
must always be contextualized by experience. This contextual-
ization articulates subjective experiences with the universality of 
scientific evidence, thereby creating a dialogue between science 
and practice. The science layer ensures that recommendations 
are based on guidelines, while the experience layer adds the di-
mension of reality, promoting an interface where users can iden-
tify with similar stories and better assimilate recommendations.

Evidence-based recommendations, exemplified by the guide-
lines established by the WHO, serve as the foundation for regula-
tory frameworks that delineate care standards. These standards, 
in turn, function as a benchmark for the architecture of digital 
systems implemented by various nations. Conversely, the dissem-
ination of these guidelines in an essentially textual format poses 
a series of challenges to their transposition into the social and 
digital environment, by requiring translation processes that, not 
infrequently, give rise to subjective interpretations by implement-
ers and users. This subjectivity can compromise the uniformity of 
systems, which can lead to concrete risks of compromising con-
tent integrity. Such compromises can result in possible functional 
inconsistencies and limitations in the ability to audit technical 
and clinical compliance. This scenario has the potential to result 
in undesirable clinical outcomes and other adverse effects. In this 
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context, the transition from paper-based models to digital sys-
tems necessitates data standardization and the implementation 
of instruments to ensure technical interoperability, as well as the 
integrity and reliability of content integrated into systems. This 
mitigates risks associated with variability in guideline interpre-
tation and safeguards the safety and effectiveness of healthcare.

The integration of formal modeling practices, particularly 
those facilitated by the UML, signifies a significant advancement 
in the conversion of technical-normative recommendations into 
operational artifacts. This integration provides a clear, audit-
able, and replicable computational structure, thereby enhancing 
the reliability and reproducibility of the research process. This 
conversion is not merely instrumental; it represents an effort 
of semantic transposition between clinical, informational, and 
computational domains. This transposition requires a multidi-
mensional understanding of the interfaces between digital health, 
requirements engineering, and epistemology applied to care. The 
utilization of UML diagrams, encompassing use case, activity, se-
quence, class, object, and component, functions as a methodolog-
ical axis to translate, with logical precision, the interaction flows 
between users, data, and decision engines. The model proposed 
here diverges from generic prescriptive approaches in that it is 
predicated on the articulation between the ontology of obstetric 
care and the algorithmic logic of informational personalization. 
This approach contributes to the modeling of a functional system 
and the construction of a normative-operational paradigm, in 
which the technical interface does not silence, but rather enhanc-
es the centrality of the gestational experience.

The technical dimension of the diagrams proved to be of par-
ticular strategic importance in delineating architectures orient-
ed towards flow customization and profile segmentation. These 
stages, in turn, underpin information personalization and system 
responsiveness. The graphical materialization of components 
and processes ensures a formal representation that can be repli-
cated, audited, and adapted to different institutional and cultur-
al contexts. This mitigates the risks of interpretative ambiguity 
characteristic of exclusively textual guidelines. This assertion is 
particularly salient in light of the persistent challenges associat-
ed with the variability in the implementation of optimal obstetric 
practices, as highlighted by Kruk et al. (2018), and the opacity of 
numerous digital health systems with regard to the traceability 
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of decisions. The integration of an algorithmic layer that curates 
experiences and evidence establishes a hybrid knowledge frame-
work that transcends technical rationality, thereby encompass-
ing elements of practical epistemology and empathic listening. 
This integration of scientific evidence and subjective experience 
serves to revive the principle of informed autonomy, thereby 
transforming the care model from a hierarchical vertical struc-
ture to a dialogical paradigm that is responsive to individual 
needs. In this sense, the system proposes a technical–communi-
cational mediation between biomedical knowledge and users’ sit-
uated knowledge, reinforcing the notion of care as coproduction.

Nevertheless, the proposed modeling is not without limita-
tions. Although UML allows for a robust formalization of systemic 
functionalities and flows, the system’s real effectiveness depends 
on its validation in usage contexts. In such contexts, factors such 
as usability, health literacy, accessibility, and technological in-
frastructure can substantially interfere with the solution’s per-
formance. The absence of empirical validation, therefore, con-
stitutes a relevant methodological limitation, which points to 
the need for future implementation studies, with an emphasis 
on analyzing user experience, clinical impact, and adherence 
to interoperability and information security guidelines (WHO, 
2021). It is noteworthy that the proposed structure functions as 
a prospective catalyst for the reconfiguration of informational 
systems in maternal health. This reconfiguration involves the 
transformation of technical guidelines into interoperable com-
putational architectures, with a focus on informational equity 
and the autonomy of pregnant women. The contribution of this 
study lies in demonstrating that diagrammatic modeling is not 
merely an illustrative supplement, but rather a structuring nu-
cleus of an informational ecosystem that aims to enhance care 
quality through organizational intelligence and the technical 
translation of fundamental rights.

5	 Conclusion

The analysis developed in this study highlights a significant dis-
crepancy between the ideal design of obstetric care and its effec-
tive delivery. This discrepancy is evident in the practices of over-
use, underuse, and inadequate use of resources, which persist 
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regardless of age categories, socioeconomic status, or health 
coverage configurations. Confronted with this structural predic-
ament, which exposes inequalities and inadequacies in service 
delivery (Institute of Medicine US, 2001), there emerges a press-
ing need for instruments that overcome technological reduction-
ism and digital determinism. In this sense, this study was dedi-
cated to the conception and modeling of a multilayer Obstetric 
Informational Base, delineating a comprehensive proposal to 
address informational and humanization challenges in mater-
nal care. The investigation’s fundamental premise entailed the 
conceptual integration of two key elements: the humanization 
of obstetric care and the notion of informational empowerment. 
The overarching objective of this integration was twofold: first, to 
address and mitigate existing informational asymmetries within 
the healthcare system, and second, to empower pregnant individ-
uals to become active participants in the decision-making process 
concerning their own healthcare. The adopted multilayer model, 
with its dynamic and static layers, reflects an intrinsic coherence 
with international guidelines for humanized health (WHO, 2015), 
aiming for adaptive care centered on individual needs.

The integration of ICTs and health was configured as a struc-
turing axis of the proposal, conceived to overcome informational 
gaps and promote obstetric care based on human rights (WHO, 
2012), democratizing access to validated scientific knowledge. The 
modeling diagrams developed for this proposal are instrumental 
in translating scientific knowledge into operational structures. 
These diagrams represent use cases, activities, sequences, classes, 
objects, and components. This diagrammatic approach provides 
a rigorous analysis and clear communication of the system’s com-
plexity, elucidating how informational empowerment and care 
personalization can be achieved and how each element contrib-
utes to a cohesive informational ecosystem. The objective of this 
modeling proposal is twofold: first, to contribute to the reduction 
of inappropriate obstetric practices, and second, to align with the 
recommendations of the WHO (2014, 2018) for a positive child-
birth experience and the prevention of abuse. The conceptual 
model under discussion fosters care that is more respectful, safe, 
and values the pregnant woman’s autonomy by grounding the 
provision of accessible and qualified information. Consequently, 
the modeled Obstetric Informational Base functions as a cata-
lyst for transformation, promoting a culture of care grounded in 
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evidence and respect for human rights, in accordance with the 
biopsychosocial conception of health (WHO, 1946).

The project’s primary objective was met through the devel-
opment of a framework for an informational environment tai-
lored to the needs of a particular audience within a complex eco-
system. This initiative aimed to address the biopsychosocial gap 
that hinders humanized approaches and the full exercise of cit-
izenship within health, contributing to the field’s advancement. 
It is acknowledged that, while the modeling of this platform sig-
nifies a significant advancement, its maximum impact on the 
comprehensive enhancement of obstetric health is contingent 
upon its strategic integration with other technologies and qual-
ity improvement initiatives, thereby constituting a multimod-
al intervention. The proposal’s alignment with the 2030 Agenda 
(UN, 2015) and the SDGs, particularly SDG 3, is evident, as it aims 
to empower pregnant women with the knowledge necessary to 
manage their health. This study offers significant contributions 
to the fields of health management and public health. It proposes 
an innovative approach to restructuring obstetric care through 
the use of conceptual and diagrammatic modeling. This propos-
al delineates a range of opportunities for enhancing the quality 
of care, expanding the array of safe, effective, and equitable in-
terventions, and shifting towards obstetric care that is more hu-
mane and centered on women’s autonomy.
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Abstract

The integration of data provenance and blockchain, in accor-
dance with international health standards, was demonstrated to 
enhance patient data management through seamless integration 
with health information systems (HIS). This study built upon the 
findings of previous research conducted by the same authors, with 
the objective of conducting a more comprehensive and in-depth 
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analysis. In terms of methodology, this research was a basic study 
characterized as a bibliographical and exploratory investigation 
with a qualitative approach. The analyses carried out, based on 
related work, focused on the relationships between the main ap-
plications of data provenance in conjunction with the intrinsic 
characteristics of blockchain technology. These aspects were ex-
amined in the context of HIS, which made it possible to identi-
fy the international data interoperability standards specifically 
adopted in electronic health records (EHRs) and personal health 
records (PHRs). The primary outcomes of this study included the 
identification of the relationships between the primary applica-
tions of data provenance and the characteristics of blockchain, 
with a particular focus on HIS. Additionally, the analysis of the 
literature on data provenance and blockchain technology led to 
the recognition of the main interoperability standards. This cul-
minated in a reflective synthesis of the findings. A comprehensive 
analysis of the results, grounded in the identified fundamental 
elements, yielded significant insights into the integration of data 
provenance and blockchain technology within the HIS, particu-
larly in the context of EHR and PHR.
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1	 Introduction

The health sector has been identified as a primary beneficiary of 
communication through information systems (IS) and informa-
tion and communication technologies (ICT). These technologies 
have been found to support and record actions in the health con-
text, encompassing operational, managerial, and decision sup-
port functions (World Health Organization, 2008). Consequently, 
the integration of ICT by competent health professionals is hy-
pothesized to facilitate the enhancement of national health 
systems (Weerakoon & Chandrasiri, 2023). In this scenario, it is 
understood that such technologies enable the consolidation of 
a technological ecosystem focused on promoting human health, 
playing a central role in the digital transformation of care sys-
tems and the personalization of health services, as in the case of 
Health Information Systems (HIS), defined as “data, information, 
and knowledge processing systems in healthcare environments” 
(Haux, 2006). The global health sector is marked by an escalat-
ing volume of data pertaining to patient care requirements (Dash 
et al., 2019). This augmentation in data production encompass-
es hospital records, examination results, devices that are part 
of the Internet of Things (IoT), and other medical data (Dash et 
al., 2019). At present, we are confronted with an immense inun-
dation of data pertaining to a myriad of aspects of life, with a 
particular emphasis on the healthcare sector. As in other fields, 
healthcare organizations have been producing data at an accel-
erated pace, which brings both significant benefits and challeng-
es. Technological advances have led to exponential data genera-
tion, which has made its management a complex task, especially 
when using conventional technologies. This complexity is fur-
ther compounded in the context of IoT devices, whose structures 
are guided by user-centered design (Dash et al., 2019; Samuel & 
Garcia-Constantino, 2022).

In this context, the growing demand for managing large 
volumes of data in HIS has led to the adoption of computational 
strategies that enable the historical processing of this informa-
tion. Examples of such strategies include data provenance and the 
use of blockchain. The primary application of blockchain tech-
nology is tracking provenance, as it provides robust mechanisms 
to ensure the integrity and security of databases associated with 
provenance information (Greenspan, 2016). Data provenance is 
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a critical process for providing a comprehensive view of the data 
utilized in IS, with an emphasis on identifying its origins and the 
transformations it has undergone over time. This approach has 
been applied in various computational contexts, with a particu-
lar emphasis on the health domain (Sembay et al., 2020). In re-
cent years, there has been a notable increase in the application of 
data provenance in scientific research focused on health-related 
fields, encompassing a diverse array of experiments. The tech-
nologies employed in this domain have demonstrated substantial 
and encouraging outcomes (Sembay et al., 2021). In this scenario, 
data provenance establishes itself as a fundamental foundation 
for ensuring the quality of medical data, as well as for strength-
ening the protection of patient privacy (Margheri et al., 2020).

In the domain of healthcare, blockchain technology has 
emerged as a reliable and consensus-based distributed ledger 
solution, enabling the development of interoperable, auditable, 
and secure systems (Swan, 2015). In the healthcare sector, its im-
plementation entails the management of access to and dissem-
ination of sensitive data, the enhancement of service transpar-
ency and auditability, and the assurance of data interoperability, 
among other pivotal applications (Monteil, 2019). Moreover, ac-
knowledging the identified lacuna in the extant literature con-
cerning the integration of data provenance and blockchain in 
HIS, this study endeavored to address three fundamental in-
quiries: (1) What are the conceptual and practical relationships 
between data provenance and blockchain technologies? (2) To 
what extent can the integration of data provenance mechanisms 
with blockchain contribute to the effectiveness, security, and in-
teroperability of HIS? and (3) What types of data interoperabil-
ity patterns can be observed in the joint use of data provenance 
and blockchain in HIS? These inquiries were addressed through 
an analytical process encompassing a theoretical review and an 
evaluation of practical applications within the framework of HIS. 
The objective of this article is to extend the research of Sembay et 
al. (2022). Sembay et al. conducted a study on the combined use of 
data provenance technologies and models and blockchain tech-
nologies employed in HIS, specifically in electronic health record 
(EHR) and personal health record (PHR).

It is hypothesized that this study will facilitate a more com-
prehensive examination of the preceding study by Sembay et 
al. (2022) on the primary applications of data provenance, as 
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delineated in the research of Simmhan et al. (2005), in conjunc-
tion with the characteristics of the blockchain as expounded by 
Sultan et al. (2018). This examination aims to ascertain the po-
tential relationships between these two technological entities. 
Furthermore, the analysis was expanded in relation to the related 
work presented by Sembay et al. (2022), which addresses the joint 
application of data provenance and blockchain in the context of 
EHR and PHR. This expansion facilitated a more profound com-
prehension of the subject matter and enabled the identification 
of the predominant health data interoperability standards that 
have been adopted in these studies. To complement this expan-
sion of the analysis initially developed by Sembay et al. (2022), an 
analytical synthesis was drawn up that makes it possible to re-
flect on the relevance of the elements identified, further broaden-
ing the understanding of the integrated use of data provenance 
and blockchain in EHR and PHR systems. Concurrently, the extant 
literature on the subject was expanded, thereby providing a more 
comprehensive basis for understanding the topic. Subsequent 
to this introduction, the literature review is presented, followed 
by the outline of the methodological approach. The results of the 
study are subsequently presented, summarized, and discussed. 
The paper concludes with a summary of its key points and a list 
of references.

1.1	 Literature review

The literature review examines the concepts of HIS and data in-
teroperability, with a particular emphasis on data provenance 
and blockchain technology. The text undertakes an examina-
tion of the primary provenance models, their applications in 
the health context, and their integration with standards such as 
Health Level 7 (HL7) Fast Healthcare Interoperability Resource 
(FHIR) and World Wide Web (W3C) PROV. The role of blockchain 
in HIS interoperability is also presented, highlighting its charac-
teristics and applications. Consequently, studies integrating data 
provenance and blockchain in HIS scenarios are presented.
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1.1.1	 Health information systems

Health information systems are comprehensive platforms de-
signed to collect, process, communicate, and utilize essential 
health data to enhance the efficiency and effectiveness of health-
care services. These systems play a crucial role in supporting 
management and decision-making across all levels of the health-
care sector. Health information systems are being increasingly 
adopted in various domains, ranging from administrative func-
tions to clinical decision support (Sembay & Macedo, 2022). By 
generating high-quality and relevant information, they contrib-
ute significantly to the planning, execution, and evaluation of 
health programs (Haux, 2006; World Health Organization, 2004). 
Health information systems has been increasingly adopted across 
the globe to enhance hospital efficiency, the quality of service, 
and patient satisfaction (Cesnik & Kidd, 2010). They can also be 
regarded as a system of information, integrating the collection, 
processing, communication, and utilization of critical informa-
tion. The purpose of this integration is to improve the efficiency of 
health services by means of enhanced management in all health 
sectors. This system has been demonstrated to produce relevant 
information of superior quality to support the management 
and planning of health programs (Haux, 2006; World Health 
Organization, 2004). The broad categorization of HIS can be sub-
divided into two primary classifications: systems dedicated to the 
recording of individual-level health data, and systems focused 
on the aggregation of data for decision-making and information 
governance, which is colloquially referred to as health informa-
tion management systems (Dehnavieh et al., 2018). It is imper-
ative to underscore that HIS facilitate the digitalization of all 
patient-related information, thereby enhancing the quality and 
efficiency of healthcare delivery (Al Jarullah & El-Masri, 2012). In 
this regard, HIS are characterized as a computerized system for 
collecting, storing, and retrieving information concerning indi-
viduals involved in the healthcare domain—including patients, 
physicians, nurses, and other professionals responsible for gen-
erating clinical and administrative data. This process is executed 
across both local and national contexts, irrespective of whether 
the environments are integrated or distributed (Andargolia et al., 
2017; Robertson et al., 2010; Sligo et al., 2017). Regarding this, we 
point out some of the main existing HIS, which are as follows:
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1.	 Electronic health record (EHR): This refers to the concept 
of a comprehensive, interinstitutional, and longitudinal 
electronic record of patient health data. This type of record 
includes not only information directly related to medical 
assessment and treatment but also data relevant to an in-
dividual’s overall health status (Hoerbst & Ammenwerth, 
2010). It is imperative to acknowledge that discourse per-
taining to EHRs frequently pertains to the Health Insurance 
Portability and Accountability Act (HIPAA), a US federal 
statute promulgated in 1996, initially conceived to safeguard 
health insurance coverage for employees and their depen-
dents (Annas, 2003).

2.	 Personal health record (PHR): These are health records that 
are frequently created and managed by the patients them-
selves. They may be desktop-based, web-based, or accessible 
via mobile devices such as smartphones or portable storage 
units (Liu et al., 2011).

3.	 Learning health system (LHS): This is a system designed to 
collect, share, and utilize health data to rapidly generate 
knowledge and support transformative decision-making 
that contributes to improved health outcomes. The system’s 
operational framework is characterized by its ability to 
adapt to varying demands, a capability facilitated by its in-
tegration of technology, processes, and policies (Friedman 
et al., 2015).

4.	 Healthcare monitoring system (HMS): This focuses on health 
monitoring through the application of wearable and envi-
ronmental sensors. These sensors have been developed for 
the purpose of collecting health-related data in patients’ or 
users’ everyday environments (Korhonen et al., 2003).

5.	 Clinical research information system (CRIS): This is a soft-
ware system designed to support clinical research. The pri-
mary objective of CRIS is to reduce the costs of scientific 
studies. CRIS integrates clinical care, research data collec-
tion, and support for hospital operations (Nadkarni et al., 
2012).



80 | Advanced Notes in Information Science: Practices in Scientific Development | vol. 8

6.	 Hospital information system (HIS): In this context, the HIS 
can be identified as a computerized information system in-
stalled in a hospital environment with the objective of re-
cording patient information, thereby enabling its dissemi-
nation to all sectors of the hospital that require it. An HIS is 
designed to support multiple functionalities, including pa-
tient care management and hospital administration, cover-
ing six distinct purposes: patient management, department 
management, clinical documentation, clinical decision sup-
port, financial resource management, and healthcare man-
ager support (Ismail et al., 2010).

7.	 Radiology information system (RIS): This emerged with 
the implementation of computers in hospitals, when it was 
recognized that they could be used as an aid in the field of 
radiology (Bakker, 1991). A RIS is a specialized software de-
signed to facilitate the management of radiology depart-
ments. It enables the reception of interpretations and the 
generation of patient lists. This system has the capacity to 
generate historical reports from radiologists and frequently 
transmits the final report to the HIS (Honeyman, 1999).

8.	 Laboratory information system (LIS): This is defined as a 
set of interconnected software applications designed to 
manage information within a clinical analysis laboratory. 
These applications may address technical, operational, ad-
ministrative, managerial, or a combination of these aspects, 
with the overarching objective being the effective manage-
ment of data within the laboratory setting. It is imperative 
to conceptualize it as an entity independent of laboratory 
automation systems (LAS), with which it can establish a 
relationship of profound intimacy, bordering on symbiosis. 
However, for the purpose of ascertaining its true purpose, 
it is essential to disengage from these systems. Laboratory 
automation, in turn, can be conceptualized as a component 
of the LAS, a comprehensive framework encompassing the 
management of process activities involved in the oversight 
of laboratory equipment and instruments, sample control, 
and analytical processes (Blick, 1997).
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9.	 Picture archiving and communication system (PACS): This 
system consists of interconnected subsystems that utilize 
computer networks for the acquisition, storage, and visual-
ization of images and data. The complexity of these systems 
can range from a rudimentary integration with a modality 
and a visualization station, accompanied by a modest da-
tabase, to a sophisticated system that oversees the manage-
ment of medical images across a medium or large hospital 
(Zhang et al., 2003). In essence, Law and Zhou (2003) offer 
a concise definition of the PACS as an information technol-
ogy system responsible for the transmission and storage of 
medical images. They assert that a PACS comprises interface 
components for HIS/RIS, imaging modalities such as digital 
imaging and communications in medicine (DICOM), storage 
control, and viewing stations.

These HIS are implemented in various countries and play a cru-
cial role in managing numerous processes related to health data. 
By facilitating the aggregation, storage, dissemination, and ex-
amination of clinical and administrative data, these systems 
substantially enhance the efficacy, precision, and coherence of 
healthcare administration. The implementation of these tools 
has been demonstrated to facilitate enhanced decision-making 
processes, improve patient care, and promote interoperability 
among healthcare institutions.

1.1.2	 Data interoperability in HIS

The necessity for interoperability standards between HIS is in-
trinsic to facilitate communication and exchange of health data, 
thereby establishing mechanisms for interoperability among dis-
parate health platforms. Therefore, for HIS to fulfill their role, it 
is essential that they possess computational tools capable of ex-
ecuting and mediating the entire process of interoperability of 
health data. In this sense, some of the most used interoperability 
standards in different HIS are as follows:

1.	 DICOM: This was developed through a collaborative ef-
fort between the American College of Radiology (ACR) 
and the National Electrical Manufacturers Association 
(NEMA). DICOM is an object-oriented standard that defines 
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information objects, services, and classes of services that 
perform these services. Each device is equipped with a set 
of predetermined objects that are designed to recognize the 
file and facilitate access to it and the associated services. 
Additionally, these objects enable the negotiation process 
between two devices to determine which one should transfer 
the image. The DICOM standard has been adopted by med-
ical equipment manufacturers and healthcare informatics 
systems developers as the standard for exchanging images 
in a digital format (Honeyman, 1999; Mildenberger et al., 
2002; Oosterwijk, 2002).

2.	 HL7 FHIR: Achieving software interoperability in the 
healthcare domain is possible through the implementation 
of consistent standards, such as HL7, a standards develop-
ment organization that facilitates the exchange, integration, 
sharing, and retrieval of healthcare information. In this re-
gard, the FHIR created by HL7 is another significant stan-
dard that describes data formats and elements, as well as an 
application programming interface for interoperable EHR 
exchange. Consequently, HL7 FHIR has been established as 
a standard that defines resources, including content defini-
tions, architecture, models, and paradigms for exchanging 
health information (HL7 International, n.d.).

3.	 Integration of the healthcare enterprise (IHE): It was initi-
ated in November 1998. IHE is a high-level information mod-
el designed to facilitate adaptations to the HL7 and DICOM 
standards. The initial objective of IHE was to establish and 
promote the utilization of standards, with the aim of en-
suring the compliance of equipment and IS. This initiative 
was designed to enhance the efficiency of daily clinical op-
erations (Huang, 2019). Consequently, the IHE makes an 
effective contribution to all health professionals, who can 
signal the main instances that emerge daily in the range of 
vision of their activities. While originally specified for ra-
diology, the current objective is to establish rules for identi-
fying and resolving the challenges that hinder the effective 
and functional integration of HIS. This initiative involves 
collaboration with medical specialists and information 
technology professionals. The technical architecture of the 
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IHE delineates a common language, vocabulary, and mod-
el using DICOM and HL7 to complete a well-defined radio-
logical suite and clinical transactions for specific services 
(Bernardini et al., 2003; Huang, 2019). The objective of the 
IHE is to furnish the end user with enhanced access to crit-
ical and clinical patient information stored in all systems 
connected to a hospital network. The overarching aim is to 
facilitate efficiency, prognosing and integrating functional-
ities between incompatible systems (Boochever, 2004).

4.	 Extract–transform–load (ETL): This refers to a widely used 
process for integrating data from multiple sources or appli-
cations, including those from different domains. Extraction, 
transformation, and loading constitute a data management 
method comprising three primary phases, with the objective 
of preparing data for operational or analytical use. The ex-
tracted data is typically loaded into a target database, such 
as a data warehouse, especially for operational analytics 
(Bansal, 2014). The following stages comprise the fundamen-
tal phases of the process: Extract: The initial phase of the 
process is defined as the extraction of data from relevant 
data sources. These sources may be in flat file formats such 
as (.csv), (.xls), and (.txt), or accessed via a RESTful client. 
Transform: During this stage, the extracted data are cleaned 
and converted to comply with the schema of the target da-
tabase. Common transformation tasks include data nor-
malization, duplicate removal, integrity constraint checks, 
filtering based on regular expressions, data sorting and 
grouping, and the application of built-in functions as need-
ed. Load: The final phase of the process involves loading the 
transformed data into a data warehouse. This is typically 
done to support Big Data environments and large-scale data 
analysis (Bansal, 2014).

5.	 Cross enterprise document sharing (XDS): This address-
es the need for the registration, distribution, and access 
across health enterprises of patients’ clinical information 
(Noumeir & Renaud, 2010).

6.	 HL7 clinical document architecture (CDA): This is a set 
of guidelines that define the syntax rules and provide a 
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fundamental framework for implementing the semantics of 
a clinical document. This facilitates the electronic exchange 
of clinical documents (Dolin et al., 2001).

1.1.3	 Data provenance

Data provenance, as defined by Buneman et al. (2001), refers to 
the complementary documentation associated with a specific 
dataset. This documentation captures information about how, 
when, and why the data were generated, as well as by whom. This 
metadata plays a crucial role in ensuring the quality, authentic-
ity, and trustworthiness of data by enabling the identification of 
their origin, the detection of potential errors, and the attribution 
of data sources (Margheri et al., 2020). Additionally, data prove-
nance can be defined as a set of descriptive records that trace the 
historical derivation of a data product from its original sources. 
It is widely recognized as a fundamental element for ensuring 
the reproducibility of results, facilitating data sharing, and pro-
moting the reuse of knowledge within the scientific community 
(Freire et al., 2008). In addition to its pertinence in scientific re-
search, data provenance has also gained significance in domains 
such as healthcare, finance, and artificial intelligence (AI). In 
these fields, transparency, traceability, and accountability are 
paramount for compliance, auditing, and ethical data use. A 
fundamental aspect of data provenance is causality, which per-
tains to the description of the process—along with its input data 
and parameters—that results in the creation of a final dataset. 
This component is responsible for the documentation of process 
dependencies, thereby facilitating both the reproduction and 
validation of data workflows. According to Freire et al. (2008), 
prospective provenance specifies the intended steps to generate 
a data product (e.g., processes, workflows, or scripts), while ret-
rospective provenance captures the actual execution, including 
system settings, inputs, outputs, and runtime parameters. In 
summary, prospective provenance delineates the recommended 
course of action, while retrospective provenance documents the 
actions that have been executed. This provides a foundational 
framework for transparency and reproducibility.

In general terms, the operation of data provenance involves 
tracking the movement and transformation of data during the 
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execution of queries and programs. In the event of such opera-
tions, data are transferred from one database to another, and a 
description of the relationships and processes involved is gen-
erated (Tan, 2008). In this context, data provenance is a critical 
element, as it facilitates the tracking of data origins, the docu-
mentation of its trajectory across various sources, and the iden-
tification of transformations and dependencies (Simmhan et al., 
2005). This tracking capability is imperative for ensuring data 
transparency, auditability, and reliability, particularly in com-
plex data environments.

1.1.3.1	 Data provenance: Main models

To ensure the successful provenance of data in a variety of ap-
plication scenarios, the creation of models will be undertaken. 
Consequently, initiatives to represent provenance through infor-
mational resources in general commenced with discussions on 
the construction of the open provenance model (OPM) in 2006, 
at the first International Provenance and Annotation Workshop 
(IPAW) (Moreau, 2006). The proposal of OPM was to define a data 
model that is open from an interoperability point of view, but 
also with respect to the community of its contributors, reviewers, 
and users (Moreau et al., 2009; Open Provenance Model, 2010). 
The OPM model aims to illustrate the causal relationship between 
events that impact objects (digital or otherwise) and to elucidate 
this relationship through a directed acyclic graph (Moreau et al., 
2009; Open Provenance Model, 2010). Consequently, researchers 
studying OPM, in collaboration with the W3C provenance work-
ing group, have advanced their research to a new model called 
PROV (Moreau et al., 2011). According to Groth and Moreau (2013), 
the PROV document family delineates a model, serializations, 
and other essential supporting definitions that facilitate the ex-
change of provenance information in heterogeneous environ-
ments, such as the Web. The PROV family of documents compris-
es four recommendations: the PROV Data Model (PROV-DM), the 
PROV Ontology (PROV-O), the Provenance Notation (PROV-N), 
and Constraints of the PROV Data Model (PROV-CONSTRAINTS) 
(Gil & Miles, 2013; Moreau & Groth, 2013).
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1.1.3.2	 Data provenance in a general health context and in HIS

The application of data origin is evident in a wide range of health 
scenarios, which present challenges in data treatment structures. 
A notable example is the study by Alvarez et al. (2006), where the 
application of provenance occurred in the context of organ trans-
plant administration and distribution. The work describes the de-
velopment of a service-oriented architecture using provenance 
in medical systems to assist in the decision-making process of an 
organ transplant. As delineated in Li et al. (2008), an additional 
initiative that functions in conjunction with health data sourc-
es is the Center for Pulmonary Immunity Modeling. This initia-
tive was established through a collaborative effort between the 
University of Pittsburgh, Carnegie Mellon University, and the 
University of Michigan. This project entailed the conceptualiza-
tion and development of a data distribution platform, DataXS, 
which facilitates the dissemination of experimental data, anal-
yses, and models to participating projects. This project utilizes 
provenance to maintain a record of the data’s provenance, rather 
than the methodology by which the data were processed. In a re-
cent study, Werder et al. (2022) reported concerns about the prov-
enance of data related to applications of AI recommendations in 
healthcare. In their study, the authors describe several notable 
examples, including the use of provenance techniques integrated 
into EHR systems to predict sepsis, a potentially life-threatening 
condition in which the body’s response to an infection can re-
sult in damage to its own tissues. They also discuss the applica-
tion of data auditing, a practice that can be facilitated by data 
provenance. This allows healthcare organizations to evaluate 
the data used to train AI systems and identify potential diseas-
es. Furthermore, they explore the potential of data provenance in 
health services to enhance understanding of the crucial factors 
that influence the output of a trained algorithm, such as recom-
mending a specific diagnosis or treatment to the relevant parties.

It is imperative to underscore that, within the health con-
text—particularly in HIS, the tracking of health data provenance 
empowers patients to maintain complete autonomy over the uti-
lization of their secondary personal data. In essence, this initia-
tive fosters transparency by providing patients with information 
regarding the utilization of their data in various contexts, includ-
ing public health surveys, clinical trials, and other health-related 
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initiatives (Margheri et al., 2020). Current health systems uti-
lize intricate mechanisms to manage provenance, implement-
ing security measures to ensure the authenticity of data sourc-
es. However, these approaches are not without their limitations. 
They are dependent on trusted third parties and are vulnerable to 
semantic interoperability challenges arising from heterogeneous 
records maintained by different organizations (Margheri et al., 
2020). However, it is imperative to underscore that a multitude 
of methods, models, and methodologies of data provenance are 
associated with a diverse array of computational technologies, as 
delineated in extant literature, to address the particular techno-
logical imperatives of HIS. In this context, the application of data 
provenance—independent of the HIS—provides a fundamental 
framework for data assessment and verification, thereby ensur-
ing reliability and reproducibility.

1.1.3.3	 Data provenance contributing to interoperability 
in HIS: HL7 FHIR based on W3C PROV

In the context of data provenance in HIS, it is imperative to un-
derscore that interoperability stands as a pivotal factor to be ob-
served for the optimal functioning of these systems, as it remains 
a significant challenge that persists. In this sense, HL7 FHIR uti-
lizes provenance as a resource, indicating clinical significance 
in terms of confidence in the authenticity, reliability, complete-
ness, and lifecycle stage of health data (HL7 International, n.d.). 
Consequently, HL7 FHIR is predicated on the W3C PROV specifica-
tion, which delineates mappings of data provenance features. The 
W3C PROV provides design and implementation means to share 
semantically interoperable provenance attributes. Moreover, 
prominent health organizations such as IHE and HL7 endorse 
the W3C PROV (Margheri et al., 2020). The W3C PROV has been 
established as the prevailing standard for the representation of 
interoperable provenance information, having been adopted by 
HL7 FHIR (Kohlbacher et al., 2018).

1.1.3.4	 Main applications of data provenance for the context of HIS

It is important to note that the concept of data provenance can 
be applied to a variety of scenarios, including those in the field 
of health (Cameron, 2003; Pearson, 2002; Sembay et al., 2021). A 
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considerable body of research in the domain of data provenance 
has given rise to the development of a taxonomy for the catego-
rization of these efforts, as outlined by Simmhan et al. (2005). As 
demonstrated in the work of Simmhan et al. (2005), provenance 
systems can be constructed to function in various ways, exhib-
iting distinct characteristics and operations. Consequently, this 
study operates under the assumption that a component of the tax-
onomy delineated by Simmhan et al. (2005) is indispensable for 
the examination of the relationships under consideration herein. 
Data provenance has been shown to have a substantial impact on 
applications within the context of HIS, as summarized by Goble 
(2002):(1) Data quality: lineage can be employed to assess data 
quality and reliability based on the original data and its trans-
formations (Jagadish & Olken, 2004). Additionally, it can serve as 
proof of data derivation (Silva et al., 2003). (2) Audit trail: prov-
enance enables the tracking of audit trails, determining data 
usage, and detecting errors in data generation (Galhardas et al., 
2001; Greenwood et al., 2003; Miles et al., 2005). (3) Replication 
recipes: detailed provenance information facilitates the replica-
tion of data derivation processes, helps maintain data currency, 
and acts as a guide for reproduction (Foster et al., 2003; Miles et 
al., 2005). (4) Attribution: provenance or pedigree can establish 
copyright and data ownership, enable proper citation, and as-
sign responsibility in cases of erroneous data (Jagadish & Olken, 
2004). (5) Informational: a common use of lineage metadata is 
to support data discovery through queries and browsing, provid-
ing contextual information necessary for data interpretation. It 
is important to emphasize that a deeper understanding of data 
provenance applications, combined with other emerging tech-
nologies, is essential to uncover new opportunities and fully ex-
ploit their potential.

1.1.4	 Blockchain

Blockchain is fundamentally a distributed data structure, fre-
quently referred to as a “public ledger,” in which all confirmed 
transactions are stored in data units known as blocks. Each block 
in the blockchain contains a reference to the previous block, ar-
ranged in chronological order. This arrangement creates a con-
tinuous chain that constitutes the blockchain. This chain grows 
progressively as new transactions are appended to the ledger. 
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To guarantee the integrity and immutability of the data, block-
chain employs asymmetric cryptography, which prevents the al-
teration of previously recorded blocks (Tian, 2016). Blockchain 
is an emerging technology that has caused a paradigm shift in 
various fields on a global scale. The concept was introduced in 
2008 with the publication of the white paper “Bitcoin: A Peer-
to-Peer Electronic Cash System,” which popularized the concept 
alongside the creation of the Bitcoin cryptocurrency (Nakamoto, 
2008). Despite its growing adoption, blockchain remains a com-
plex concept, with multiple definitions emphasizing different as-
pects of the technology. Swan (2015) categorizes the evolution of 
blockchain into three distinct phases: (1) Blockchain 1.0: focused 
primarily on cryptocurrency applications, such as Bitcoin; (2) 
Blockchain 2.0: expanded applications beyond simple curren-
cy transactions to include various types of contracts, such as 
those related to stocks, loans, mortgages, securities, and smart 
contracts; (3) Blockchain 3.0: encompasses broader applications 
extending into domains such as government, healthcare, science, 
literature, culture, and the arts.

From a technical perspective, blockchain technology fa-
cilitates the establishment of a shared, secure, and immutable 
digital record that chronicles the history of transactions among 
nodes within public or private peer-to-peer networks. In the con-
text of a transaction, it is imperative that a consensus among all 
network nodes is achieved to validate and record the transaction. 
The fundamental purpose of blockchain technology is to establish 
a decentralized accounting mechanism for transactions, thereby 
enabling the registration, verification, and transfer of various 
contracts and assets without the necessity of intermediaries or 
centralized authorities (Swan, 2015). Beyond its initial imple-
mentation in cryptocurrencies, the decentralized and tamper-re-
sistant characteristics of blockchain have facilitated the develop-
ment of transformative applications in domains such as supply 
chain management, voting systems, identity verification, and se-
cure medical record-keeping. The potential of blockchain to en-
hance transparency, security, and trust has led to its recognition 
as a foundational technology for the future digital economy.
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1.1.4.1	 Blockchain in a general health context and in HIS

The potential of blockchain technologies to provide a unique 
solution for health care is significant. The broad applicability of 
this technology signifies its potential for integration into diverse 
facets of medical devices, thereby fostering advancements in 
various domains of health care. The healthcare sector has seen a 
mounting demand for blockchain technologies, with established 
industry players actively exploring novel applications of block-
chain to address critical needs (Deloitte, 2018). One of the hall-
marks of blockchain, known as immutability, is particularly vital 
for the storage of health data. This technology has the capacity to 
safeguard health records and clinical trial results, thereby ensur-
ing regulatory compliance. The utilization of smart contracts ex-
emplifies the application of blockchain technology in facilitating 
real-time patient monitoring and medical interventions (Griggs 
et al., 2018). In the domain of health care, blockchain technology 
exhibits considerable promise in its capacity to disrupt the pre-
vailing methodologies for the management and dissemination of 
information. This paradigm shift has the potential to profoundly 
transform existing processes, including the updating and main-
tenance of medical data, the sharing and synchronization of pa-
tient medical records, the assembly and analysis of population 
health data, and the tracking of prescribed medications through-
out the supply chain (Leeming, 2019). Specifically, blockchain 
has the potential to control access to and distribution of sensi-
tive health information, enhance transparency and auditability 
of healthcare service delivery, and improve data interoperability 
across different systems and organizations (Monteil, 2019).

A multitude of studies, including those by Bell et al. (2018) 
and Zhang et al. (2017), have delineated the pivotal prospective 
contributions of blockchain technology to the field of health. 
These objectives include the assurance of data security during 
health information exchange, the facilitation of nationwide in-
teroperability of health data, and the provision of reliable track-
ing of medical devices and supply chains. The technology under 
discussion has been demonstrated to facilitate the monitoring of 
drug prescriptions, support the surveillance of aggregated health 
events (leveraging Big Data analytics), and aid in patient identi-
fication and secure data sharing for scientific research purposes. 
Moreover, blockchain technology has the potential to facilitate 
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the establishment of autonomous and transparent governance 
structures, such as those necessary for the management and 
regulation of supplementary health insurance (Bell et al., 2018; 
Zhang et al., 2017). In the context of HIS, blockchain technology 
offers innovative solutions that have the potential to enhance the 
functionality and security of these systems to a considerable de-
gree. At present, EMRs are generally stored in centralized data 
centers, with access frequently restricted to hospital networks 
and healthcare providers. This restriction can limit interopera-
bility and patient control over data (Gropper, 2016). Blockchain 
technology is a decentralized digital ledger that utilizes cryptog-
raphy for secure and transparent data storage, facilitating com-
prehensive and tamper-proof patient medical history records.

This approach ensures the immutability and confidentiality 
of medical records while concurrently enhancing the efficiency of 
administrative processes. For instance, blockchain has the poten-
tial to reduce the time required to resolve insurance claims and 
improve efficiency in generating insurance quotes by providing 
transparent and verifiable transaction records. Furthermore, the 
secure maintenance of patients’ comprehensive medical histo-
ries through blockchain technology has been demonstrated to fa-
cilitate more precise and timely medication recommendations by 
physicians, thereby enhancing personalized healthcare services 
and patient safety (Gropper, 2016; Samuel, 2016). The potential 
applications of blockchain technology in HIS are manifold. These 
applications include the validation of patient data, the manage-
ment of EHRs, and the tracking of research methods to manufac-
ture safer medicines. Ensuring proper interoperability, integrity, 
and privacy of patient information is paramount in all of these 
applications. Moreover, the implementation of blockchain tech-
nology is intended to ensure transparency and auditability in the 
management of patient information. Most importantly, it seeks to 
establish robust governance frameworks that ensure proper con-
trol, accountability, and secure handling of sensitive health data 
throughout its lifecycle (Engelhardt, 2017; Kho, 2018; Randall et 
al., 2017). These mechanisms are critical to fostering trust among 
patients, healthcare providers, and regulatory bodies, while fa-
cilitating compliance with legal and ethical standards.
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1.1.4.2	 Blockchain contributing to interoperability in HIS

To maintain patient privacy in the context of data exchange with 
other institutions within the health ecosystem, it is imperative 
to implement robust access control mechanisms, ensure the in-
tegrity of data provenance, and ensure data interoperability. The 
interoperability of medical data between healthcare institutions 
and patient portals on HIS is a promising application of block-
chain technology. As this technology matures, its potential to 
revolutionize all aspects of health care increases, and this is be-
coming increasingly evident (Hasselgren et al., 2020). A plethora 
of challenges pertaining to the interoperability of medical data 
across disparate HIS have been documented in the extant litera-
ture. In certain cases, there is a necessity to interweave disparate 
computational technologies to facilitate the exchange of data be-
tween different HIS, either due to institutional policies or the ab-
sence of a structured framework in existing standards. Therefore, 
it is imperative to underscore that the predominant blockchain 
technology solutions for the interoperability challenges encoun-
tered in disparate HIS were examined in numerous articles with-
in the study by Peterson et al. (2016) and Zhang et al. (2018). In 
these articles, the authors elucidate the interoperability achieved 
in HIS through the utilization of HL7 FHIR-related features. An 
alternative approach that was identified involved the implemen-
tation of a translator component as a gateway to the data blocks, 
employing a different standard for translating formats (Roehrs 
et al., 2017).

1.1.4.3	 Blockchain main features

It is important to highlight that blockchain technology possesses 
four fundamental features, as outlined by Sultan et al. (2018): (1) 
Immutable: blockchain acts as a permanent and tamper-proof 
ledger of transactions. Once a block is added to the chain, it can-
not be altered or deleted, thereby ensuring a reliable and veri-
fiable transaction record. (2) Decentralized: the blockchain is 
stored as a distributed ledger accessible and replicated across 
multiple nodes in the network. This decentralized architecture 
eliminates reliance on a central authority, enhancing resilience 
and reducing single points of failure. (3) Consensus-driven: 
each block in the blockchain is independently verified through 
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consensus mechanisms that define specific rules for block vali-
dation. These mechanisms often require participants to demon-
strate a resource-intensive proof of work or similar effort (as 
exemplified by Bitcoin mining) to confirm transactions, thereby 
ensuring trustworthiness without the need for intermediaries. (4) 
Transparent: blockchain maintains a fully transparent transac-
tion history, which is accessible to all participants in the network. 
This openness facilitates auditing and creates a provenance trail 
that allows for comprehensive tracking of the lifecycle and own-
ership of assets.

1.1.5	 Related works combining data provenance 
and blockchain in HIS applications

This section presents related works that combine data prove-
nance and blockchain technology in HIS applications. The selec-
tion of studies was made with a focus on two criteria: relevance 
and alignment with the overarching theme of this research.

1.	 The initial study, entitled “Integrating blockchain for data 
sharing and collaboration in mobile healthcare applications” 
(Liang et al., 2017), is highlighted. The authors proposed an 
innovative, user-centric solution for health data sharing 
that leverages a mobile, user-controlled blockchain frame-
work for cloud-based PHR sharing. Their approach employs 
algorithm-driven techniques for data provenance collection, 
utilizing blockchain technology. Consequently, the solution 
incorporates an algorithm capable of managing the prove-
nance of mobile health (mHealth) data while ensuring data 
integrity and preserving user privacy.

2.	The second study is entitled “Using PROV and blockchain to 
achieve health data provenance” (Massi et al., 2018). The au-
thors propose a decentralized approach to managing health-
care data in EHR systems, grounded in blockchain technolo-
gies and the W3C PROV model, as a solution to the prevailing 
challenges. The solution employed by the aforementioned 
entities utilizes recognized international standards to en-
sure the interoperability of health data systems. The pro-
posed framework integrates open systems with blockchain 
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and the W3C PROV model, thereby enhancing the security, 
traceability, and immutability of health records.

3.	 In the third study, titled “Research on personal health data 
provenance and right confirmation with smart contract,” 
the authors proposed a data provenance model called PROV-
Chain. This model was developed to address issues such as 
data leakage, misuse, and the unauthorized acquisition 
of personal health information. The PROV-Chain model is 
built upon blockchain technologies and the OPM (Gong et 
al., 2019). The model has been designed for PHR applications 
within the context of IoT environments, with the objective of 
ensuring secure data sharing and accountability. The evalu-
ation of PROV-Chain demonstrated its effectiveness in en-
suring the traceability of personal health data, while also 
reinforcing users’ rights over their own data and enhancing 
the overall security and integrity of HIS.

4.	 The fourth study, titled “Secure and provenance enhanced 
internet of health things framework: A blockchain man-
aged federated learning approach,” is situated within the 
context of the Internet of Health Things (IoHT) (Rayhman 
et al., 2020), where ensuring data accuracy, security, integ-
rity, and quality is fundamental for stakeholder trust and 
the effective adoption of IoHT-based solutions. In response 
to these demands, the authors propose a hybrid federated 
learning model in which intelligent blockchain-based smart 
contracts coordinate and manage the training processes. 
To guarantee complete privacy and anonymity of sensitive 
IoHT data, the proposed model was evaluated using several 
machine learning applications developed for clinical trials 
involving patients with COVID-19. The findings of the study 
demonstrated that the model effectively preserves data 
confidentiality while maintaining performance, thereby 
demonstrating significant potential for the broader adop-
tion of IoHT-based PHR systems in health management.

5.	 The fifth study, entitled “Decentralised provenance for 
healthcare data,” presents a platform for managing the 
provenance of EHRs. This platform can be implemented in 
existing EHR systems (Margheri et al., 2020). The authors 
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utilize blockchain technology in conjunction with FHIR to 
represent EHRs. A proxy component transparently inter-
cepts modifications made to EHR and subsequently triggers 
a smart contract responsible for generating provenance 
annotations using the W3C PROV standard. These annota-
tions, meticulously structured as PROV documents, are then 
securely recorded and stored on a hyperledger fabric block-
chain. This approach ensures tamper-resistant provenance 
tracking, thereby enabling transparency, traceability, and 
verifiability of all changes applied to health records within 
a decentralized and auditable environment.

Consequently, the related works presented herein will serve as a 
foundation for some of the analyses carried out in this article, as 
they are potential studies with the theme addressed here.

2	 Methodology

As this article constitutes an expansion of the study by Sembay 
et al. (2022), the methodology applied herein follows the same 
premises described, with certain modifications in relation to the 
incorporation of new analyses for novel reflections. In terms of 
its nature, this study is classified as basic research, as it is not 
primarily concerned with immediate application, but rather is 
embedded in an academic and disciplinary context that focuses 
on theoretical understanding and analytical rigor (Schauz, 2014).

With regard to the methodological procedures, the research 
is identified as a bibliographic study, understood as any investi-
gation that involves the collection and analysis of information 
derived from previously published materials (Allen, 2017). In 
terms of its objectives, this study assumes an exploratory char-
acter, a quality often associated with pilot or feasibility studies. 
Such studies are essential in assessing the viability and poten-
tial value of progressing with a research design or intervention 
(Hallingberg et al., 2018). Furthermore, the study employs a qual-
itative approach, which aims to comprehend the dimensions of 
social reality through nonnumerical data, typically producing 
and analyzing textual information (McCusker & Gunaydin, 2015). 
It is also imperative to emphasize that certain analytical and in-
terpretative methodologies employed in this research are rooted 
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in the frameworks and methodologies developed by Coimbra and 
Dias (2021) and Gontijo et al. (2021), which serve as the founda-
tion for the critical examination of the selected literature.

To analyze the primary data provenance application rela-
tions as defined by Simmhan et al. (2005) with the blockchain 
features as presented by Sultan et al. (2018), the following fea-
tures have been considered: (1) Highly relevant: which has a di-
rect effect on data—represented by the symbol , (2) Relevant: 
which has an indirect effect on data—represented by the symbol 
, and (3) Unidentified: no relation defined—represented by the 
symbol . A literature review was conducted to examine the ex-
isting connections between data provenance and blockchain, as 
initially outlined in the foundational works of Simmhan et al. 
(2005) and Sultan et al. (2018). A comprehensive review of the ex-
tant literature was conducted, identifying five studies published 
between 2017 and 2020 that contributed significantly to the the-
matic core of this article. The selection of these related works 
was guided by their alignment—either direct or indirect—with 
the conceptual relationships proposed in the studies of Simmhan 
et al. (2005) and Sultan et al. (2018). Accordingly, the analytical 
framework of this study was structured around the following 
guiding research questions: (1) What are the existing relation-
ships between data provenance and blockchain technologies? 
(2) How can the integration of data provenance and blockchain 
contribute to applications in HIS? (3) What types of data interop-
erability patterns emerge from the combined use of data prov-
enance and blockchain in HIS? These inquiries were addressed 
through a meticulous content analysis of the selected literature, 
thereby facilitating a critical evaluation of the theoretical and 
practical intersections between provenance, blockchain, and HIS. 
Consequently, the subsequent section will present analyses that 
demonstrate how the integration of data provenance and block-
chain technology contributes to the success of HIS applications, 
drawing upon the extant literature on the subject.

3	 Results

The results of the analyses presented in this section extend the 
findings originally reported by Sembay et al. (2022).
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3.1	 Identifying the relationships between key applications 
of data provenance and core blockchain features

As demonstrated in Table 1, a comparison is presented between 
the key applications of data provenance and the core features of 
blockchain technology. This comparison is supported by the find-
ings of studies by Simmhan et al. (2005) and Sultan et al. (2018). 
The objective of this comparison is twofold: first, to verify the 
technological compatibility between the two approaches and, 
second, to identify potential points of convergence. The relation-
ships that were identified are outlined below.

Table 1.	 Identification of the relations between data provenance 
and blockchain. Note. Sembay et al. (2022).

Core features of 
blockchain technology
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Key applications 
of data 
provenance

Informational ◉ ◉ ◉ ◉
Attribution ◉ ◉ ● ●
Replication recipes ● ◉ ● ●
Audit trail ● ● ● ○
Data quality ◉ ◉ ◉ ◉

● Highly relevant: which has a direct effect on data; 
◉ Relevant: which has an indirect effect on data;
○ Unidentified: no relation defined.
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In the study by Sembay et al. (2022), the authors conducted an 
analysis in Table 1 to identify relationships between the main ap-
plications of data provenance and the characteristics of block-
chain. The following observations were made: applications 
related to the informational identity demonstrated relevant rela-
tionships with all characteristics (transparent, consensus-driv-
en, decentralized, and immutable). As demonstrated in Table 1, 
informational applications exhibit relevant connections with all 
blockchain features (transparent, consensus-driven, decentral-
ized, and immutable), since data discovery benefits from each 
of these aspects. Attribution applications are closely related to 
transparent and consensus-driven processes, as they facilitate 
the establishment of authorship and ownership through the utili-
zation of a verifiable data history. Additionally, strong links have 
been identified between decentralized systems and those that are 
immutable, given the paramount importance of accountability 
in the replication of data and the potential for errors to occur. In 
the context of replication recipes, consensus-driven mechanisms 
assume paramount importance, as trust verification ensures the 
accurate reproduction of data for new experiments. The trans-
parency, decentralization, and immutability of blockchain tech-
nology further enhance this process by maintaining an unal-
terable and distributed record of transactions. In the context of 
audit trail applications, the attributes of transparency, consen-
sus-driven processes, and decentralization are of paramount im-
portance, as they ensure the traceability and reliability of data 
across networks. However, a direct correlation with immutable 
data has not been established. In the context of data quality ap-
plications, the full suite of blockchain features is pertinent, as 
provenance-based quality assurance depends on transparent, 
immutable, and decentralized data records.

The analysis indicates that audit trail and replication ap-
plications exhibit a strong alignment with blockchain capabili-
ties, underscoring the manner in which data provenance, when 
integrated with blockchain, can enhance data integrity, secu-
rity, confidentiality, and reliability across multiple domains. In 
this sense, as indicated in the analysis conducted in the study 
by Sembay et al. (2022), it is evident that blockchain technology 
can be employed to minimize aspects related to data provenance, 
traceability, and data authority guarantee. Indeed, the integra-
tion of data provenance with blockchain technologies has been 
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demonstrated to enhance data reliability and traceability, there-
by providing tamper-proof information regarding the origins 
and transformations of data.

3.2	 Relations between data provenance and 
blockchain applied in HIS

In this section, the related works presented in this article are 
analyzed based on the study by Sembay et al. (2022). The objec-
tive of this analysis is to determine whether the works consid-
er the relationships found in Table 1, specifically applied to HIS. 
Consequently, Table 2 presents related studies that explore the 
combined application of data provenance and blockchain tech-
nology within HIS.

Table 2.	 Analysis of related works that combine data provenance 
and blockchain in HIS. Note. Sembay et al. (2022).

Authors/
years

Technologies 
and frame-
works for da-
ta provenance

Block-
chain-based 
systems

Different 
forms 
of HIS

Identifying the 
relationships 
between key 
applications of 
data provenance 
and core block-
chain features

Margheri 
et al. 
(2020)

W3C PROV

Smart con-
tract/hyper-
ledger fabric 
blockchain

EHR

Data provenance 
(informational, 
replication rec-
ipes, audit trail, 
and data quality) 
with blockchain 
(transparent, 
consensus-driven, 
decentralized, 
and immutable)
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Authors/
years

Technologies 
and frame-
works for da-
ta provenance

Block-
chain-based 
systems

Different 
forms 
of HIS

Identifying the 
relationships 
between key 
applications of 
data provenance 
and core block-
chain features

Rayhman 
et al. 
(2020)

Algorithms 
based on data 
provenance

Smart 
contract PHR

Data provenance 
(informational, 
audit trail, and 
data quality) 
with blockchain 
(consensus-driven, 
decentralized, 
and immutable)

Gong et 
al. (2019)

PROV-Chain 
based on 
the OPM

Smart 
contract PHR

Data provenance 
(informational 
and attribution) 
with blockchain 
(transparent, 
consensus-driven, 
decentralized, 
and immutable)

Massi et 
al. (2018) W3C PROV Blockchain 

decentralized EHR

Data provenance 
(informational, 
replication rec-
ipes, audit trail, 
and data quality) 
with blockchain 
(consensus-driven, 
decentralized, 
and immutable)

Liang et 
al. (2017)

Algorithms 
based on data 
provenance

Data sharing 
based on 
blockchain

PHR

Data provenance 
(audit trail and 
data quality) 
with blockchain 
(transparent, de-
centralized, and 
immutable)
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As demonstrated in Table 2 of the study by Sembay et al. (2022), 
the analysis emphasizes that data provenance technologies are 
classified into models—specifically, W3C PROV and OPM—and 
algorithmic techniques based on data provenance applied to HIS. 
The W3C PROV model facilitates interoperable exchange of prov-
enance information across heterogeneous environments, such as 
networks. Its structural definition encompasses entities, activi-
ties, and agents engaged in data production or utilization, estab-
lishing four fundamental properties: wasGeneratedBy, wasAssoci-
atedBy, wasAttributedTo, and used (Gil & Miles, 2013). In contrast, 
the OPM endeavors to embody provenance for all entities, irre-
spective of their material or immaterial nature. It does so by elu-
cidating the causal relationships between events that exert an 
influence on digital or physical objects through a directed acyclic 
graph (Moreau et al., 2009; Open Provenance Model, 2010). It is 
important to acknowledge that the OPM model has since been 
replaced by the W3C PROV standard. With respect to blockchain 
technologies, the applications are predominantly driven by smart 
contracts, followed by hyperledger fabric blockchain, blockchain 
decentralized, and data sharing based on blockchain. With re-
spect to HIS types, the majority of applications target PHR, fol-
lowed by EHR. Personal health records are frequently established 
and overseen by patients themselves, with accessibility occurring 
via desktop computers, web browsers, or mobile devices, includ-
ing smartphones or portable storage devices (Liu et al., 2011). 
Conversely, EHRs comprise extensive, interinstitutional, and lon-
gitudinal collections of patient health data, which are essential 
not only for clinical treatment evaluation but also for more com-
prehensive health management (Hoerbst & Ammenwerth, 2010).

As indicated by Table 2, the relationships identified between 
data provenance and blockchain across the five reviewed studies 
correspond closely to those in Table 1, maintaining the same or-
der of relevance. Moreover, the extant literature suggests a grow-
ing trend in the adoption of data provenance in conjunction with 
blockchain technologies within HIS, which contributes positively 
to health data management. However, it should be emphasized 
that the scope of the analyzed studies is limited to specific combi-
nations of data provenance and blockchain technologies applied 
to HIS, as aligned with the article’s focus. It is noteworthy that 
other literature may present alternative combined technologies 
and successful implementations in various health contexts. This 
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assertion is supported by studies such as Puel et al. (2014), Macedo 
et al. (2015, 2019), and Sembay et al. (2023). Consequently, as illus-
trated in Table 2 of the Sembay et al. (2022) study, it is imperative 
to acknowledge the potential of a combined approach involving 
data provenance and blockchain in HIS. This integration has the 
capacity to induce alterations within the ecosystem of the health 
sector, thereby fostering trust and enhancing efficiency, thus 
leading to an improvement in patient treatment. Additionally, it 
facilitates the secure and transparent dissemination of health 
information stored in the HIS, thereby enhancing the accessibili-
ty of these data to external health institutions that require them 
to continue patient treatment. In this manner, the blockchain 
provides the requisite resources to guarantee data provenance 
in HIS. Nevertheless, challenges may arise due to technological 
factors, yet these present more advantages than disadvantages.

3.3	 Main standards of interoperability found 
between data provenance and blockchain

In this section, the related works previously described are ana-
lyzed with respect to the use of the primary data interoperability 
standards in HIS. Consequently, Table 3 provides a comprehen-
sive analysis of the study’s findings.

Table 3.	 Analysis of the main standards of interoperability found 
in related works that combine data provenance and 
blockchain in HIS. Note. Prepared by the authors.

Authors/Years Types 
of HIS

Main standards 
of interoperability used

Margheri et al. (2020) EHR HL7 FHIR, IHE, DICOM, XDS

Rayhman et al. (2020) PHR ETL

Gong et al. (2019) PHR ETL

Massi et al. (2018) EHR HL7 FHIR, IHE, DICOM, XDS, CDA
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Authors/Years Types 
of HIS

Main standards 
of interoperability used

Liang et al. (2017) PHR ETL

In the study by Margheri et al. (2020), the authors present the 
importance of utilizing HL7 FHIR, IHE, DICOM, and XDS in EHR. 
The authors posit that these interoperability standards facilitate 
the formulation of strategies by policymakers and project co-
ordinators, ensuring software sustainability and safeguarding 
investments, while concurrently enhancing patient data secu-
rity and the quality of care provided by healthcare institutions. 
Additionally, the use of these standards is said to optimize the 
combined use of data provenance and blockchain technologies in 
the health services offered by the HIS. In the study by Rayhman 
et al. (2020), the authors report the use of mHealth devices in PHR 
in the context of the IoHT, based on the ETL standard. This con-
tributes to the collection of health data from various sources of 
mobile devices, its transformation according to the needs of the 
database, and its loading into a database where the necessary 
correlations occur for the use of these health data by the specialist 
professional. In this regard, the utilization of the ETL standard in 
the PHR facilitates the consolidation and presentation of trans-
action data from a data warehouse or other health database, en-
suring its perpetual availability for viewing. Consequently, this 
enables the efficacy of data provenance processes in conjunction 
with blockchain technologies, particularly in IoHT scenarios, 
within the context of HIS.

In the study by Gong et al. (2019), the authors explore the 
integration of mHealth devices within hospital settings, particu-
larly within the context of PHRs. The utilization of ETL processes 
plays a pivotal role in this context, facilitating the upload of com-
prehensive health data from these devices. Additionally, ETL con-
tributes to the extraction of data, the maintenance of a copy of 
the most recent extraction, and the subsequent transfer of these 
data to a secure health database. Consequently, the utilization 
of ETL for the processes involved in data provenance and block-
chain applied in the context of PHR contributes to the tracking of 
health data in these scenarios. In the study by Massi et al. (2018), 
the authors mention the use of HL7 FHIR, IHE, DICOM, XDS, and 
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CDA to contribute to the existing limitations of interoperability in 
EHR systems. The authors posit that the established criteria con-
tribute to the system they have proposed, which utilizes block-
chain technology to manage the provenance of health documents. 
This system is designed to seamlessly integrate into existing EHR 
deployments. In the study conducted by Liang et al. (2017), the 
authors posited that the dissemination of health data among in-
stitutions necessitates the establishment of a secure data sharing 
infrastructure. However, there are several challenges related to 
privacy, security, and interoperability. In this regard, the utiliza-
tion of the ETL standard for mHealth devices to populate health 
databases plays a pivotal role in facilitating the implementation 
of blockchain technologies for the management of data prov-
enance in PHR and the development of novel iterations of EHR, 
featuring user-centric access control and privacy preservation 
mechanisms.

Therefore, the interoperability standards highlighted in 
each study analyzed in Table 3 demonstrate that they are criti-
cal requirements for HIS. Notwithstanding the extant limitations 
that may imperil patient safety, the interoperability standards 
delineated in Table 3 are the most widely utilized and contrib-
ute to ameliorating the preponderance of limitations in the ex-
change of health data between disparate HIS. In conclusion, an 
evident correlation was identified among the patterns exhibited 
in Table 3. These patterns collectively contributed to enhancing 
the requirements concerning the tracking of health data, as well 
as the security and immutability of these data when utilizing 
blockchain technologies in HIS.

3.4	 Summary and reflections of the analysis presented

This section presents a synopsis of the analysis performed, as il-
lustrated in Figure 1. The analysis was conducted using data from 
Tables 1–3, and it highlights the significance of the elements iden-
tified during the course of the study.
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Figure 1.	 Summary of analysis. Note. Prepared by the authors.

Figure 1 presents the primary elements identified in the analy-
sis, underscoring the significance of integrating data provenance 
and blockchain within the framework of HIS. With regard to 
Figure 1, the following observations can be made: (1) It was ob-
served in the studies that the EHR and PHR are, in fact, the most 
used HIS. Making a general analysis of these two systems, the fol-
lowing reflections stand out: the EHR is the most used by doctors 
to improve the quality of care, having as its main advantage the 
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availability of medical information between providers; the EHR 
and PHR reside on different platforms under various technologies 
and standards; and PHR allows the integration of the main infor-
mation components in the EHR systems. Thus, it is important to 
emphasize that the integration of medical information into EHR 
and PHR leads to a dramatic change in personalized care; (2) 
Regarding the main applications of data provenance (data qual-
ity, audit trial, replication recipes, attribution, and information-
al) that intertwine with blockchain characteristics (immutable, 
decentralized, consensus-driven, and transparent) in the con-
text of HIS, it can be stated that data provenance and blockchain 
when combined in the context of HIS, mainly in EHR and PHR, 
result in benefits for this context. In this sense, data provenance 
is the foundation of medical data quality and patient privacy, 
and blockchain contributes to the creation and management of 
provenance records, both in the context of EHR and PHR; and (3) 
Regarding data provenance technologies and models (W3C PROV, 
PROV-Chain, OPM, and algorithms based on data provenance) 
together with blockchain technologies (smart contract, hyper-
ledger fabric blockchain, data sharing based on blockchain, and 
blockchain decentralized) result in several challenges encoun-
tered in data interoperability issues in EHR and PHR. A signifi-
cant challenge confronting the field is the establishment of sys-
tem interoperability, defined as the standardization of data and 
information that can be read, understood, and accessed from any 
health unit, whether public or private. In this sense, the utiliza-
tion of these technologies and models of data provenance and 
blockchain underscores the nexus that pertains to interoperabil-
ity and integration of health data (HL7 FHIR, DICOM, IHE, ETL, 
CDA, and XDS).

While these standards do not address all interoperabil-
ity issues, they aim to align with the requirements of EHR and 
PHR, thereby enhancing the quality of care and the efficiency of 
healthcare services. Furthermore, these standards are designed 
to facilitate the secure exchange of health data between EHRs 
and PHRs, thereby promoting interoperability and enhancing 
patient care.
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4	 Discussion

The findings of this study underscore the significance of integrat-
ing data provenance and blockchain technology to enhance effi-
ciency, security, and interoperability in HIS, particularly within 
the domains of EHR and PHR. As the analysis indicates, EHRs re-
main the primary instrument utilized by healthcare professionals 
to ensure the delivery of quality care. Conversely, PHRs promote 
the integration of patient information across multiple platforms, 
thereby fostering a more personalized care approach. The inter-
section of data provenance and blockchain has demonstrated 
considerable potential. Provenance contributes attributes such 
as traceability, auditing, information quality, and attribution of 
authorship, which are essential for guaranteeing the integrity of 
medical data. The blockchain technology under discussion in this 
paper is characterized by its immutability, decentralization, and 
transparency. These characteristics contribute to the establish-
ment of a robust layer of security and reliability. The integration 
of these technologies, as Sembay et al. (2022) have noted, has 
been demonstrated to enhance the creation of reliable and au-
ditable records, thereby reducing risks and strengthening confi-
dence in the use of HIS. The authors declare that they have no 
known competing financial interests or personal relationships 
that could have appeared to influence the work reported in this 
paper.

The analysis identified that, despite the potential of these 
technologies, significant challenges related to interoperability 
persist. The heterogeneity of standards and platforms adopted by 
EHR and PHR systems engenders challenges in the seamless in-
tegration of data. Technologies such as W3C PROV, PROV-Chain, 
OPM, smart contracts, and hyperledger fabric blockchain, when 
associated with interoperability standards such as HL7 FHIR, 
DICOM, IHE, CDA, and XDS, seek to mitigate these challenges. 
Despite these advancements, the pursuit of complete standard-
ization remains unfinished, as technical and institutional bar-
riers persist. From a pragmatic standpoint, the findings of this 
study underscore the feasibility of enhancing health data inte-
gration through the joint implementation of data provenance 
and blockchain technology. This approach is proposed as a meth-
od to guarantee the integrity, security, and effective dissemina-
tion of information. The study makes a theoretical contribution 
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to the field by offering insights into the complementarity between 
these technologies. This understanding can inform the develop-
ment of future models for more secure and interoperable HIS ar-
chitecture. From a political standpoint, the findings underscore 
the necessity for public and regulatory policies that promote the 
utilization of open standards and reliable technologies for health 
data management.

However, it is important to note that this research is not 
without its limitations. The analysis was primarily based on sec-
ondary studies and a limited sample of related work. It should 
be noted that no empirical experiments or direct surveys were 
conducted in actual HIS environments. Furthermore, given the 
perpetual evolution of technology, it is important to note that 
the results may not fully capture the most recent advancements. 
These factors may limit the generalizability of the findings and 
necessitate caution when extrapolating the results. In summa-
ry, the findings suggest that integrating data provenance with 
blockchain technology holds potential for enhancing the quality, 
security, and interoperability of HIS. The future of this field will 
be determined by three factors: greater standardization, prac-
tical experimentation, and collaboration between technological 
agents, health professionals, and public policy makers.

5	 Conclusion

The analysis described in this article suggests that data prove-
nance applications combined with blockchain have the potential 
to be promising in a variety of application sectors, as illustrat-
ed in Table 1. In this sense, as illustrated in Table 1, it was pos-
sible to understand that the relationships found may be direct-
ed to the HIS, specifically the EHR and PHR, as shown in Table 2 
in the analysis carried out in the works presented. Therefore, as 
indicated by the findings presented in Table 2, it is evident that 
alterations in the EHR and PHR ecosystem may transpire. To ad-
dress this, it is imperative to identify suitable models, methods, 
techniques, and methodologies that will empower health organi-
zations to store provenance records. These records, in turn, must 
be shared and tracked by the blockchain structure, thereby mit-
igating the risk of data tampering. This approach serves to mit-
igate the complexity encountered by HIS when confronted with 



Data provenance and blockchain: An approach in the context of health information systems | 109

substantial volumes of health data, which necessitates secure 
and reliable management. The integration of blockchain technol-
ogy with data provenance holds considerable promise in this re-
gard. Furthermore, an analysis of Table 2 suggests that the most 
prominent HIS in the studies are: EHR and PHR. This is because 
the EHR is used as the standard medical record used in several 
countries in their respective HIS, and the PHR is the most conve-
nient for patients and healthcare professionals who can monitor 
health data remotely via mobile devices, especially in times of 
pandemic, as was the case with COVID-19.

Another salient point pertains to the data interoperability 
standards delineated in Table 3, which concerns the amalgama-
tion of data provenance and blockchain in HIS, particularly in 
the context of EHR and PHR. These standards contribute to the 
normalization and interoperability of health data in the afore-
mentioned HIS. However, challenges persist, particularly with 
regard to the security and privacy of patient data. This indicates 
that, given the existence of multiple HIS, health institutions have 
prioritized standardizing clinical procedures to ensure uniformi-
ty in practice and establishing systems to facilitate the exchange 
of data and information across different HIS. The analysis, as de-
picted in Figure 1, demonstrates that the integration of data prov-
enance and blockchain in EHR and PHR systems, despite the chal-
lenges associated with this integration, offers significant benefits. 
Figure 1 underscores a mounting trend in the implementation of 
blockchain technology for the management of healthcare docu-
ment provenance, exhibiting the capacity for seamless integra-
tion across disparate healthcare institutions. This approach fa-
cilitates the secure management of document provenance while 
ensuring data privacy.

Finally, as a suggestion for future research, it is recommend-
ed to undertake a more comprehensive and detailed systematic 
literature review that extends beyond the scope of this study. A 
rigorous investigation should be undertaken to ascertain the ex-
istence of any additional applications and integrations of data 
provenance combined with blockchain technology across vari-
ous HIS. This includes a thorough presentation of the principal 
methods, techniques, models, and methodologies employed in 
conjunction with data provenance and blockchain within differ-
ent HIS contexts. Furthermore, subsequent research endeavors 
should investigate the operational dynamics of integrating data 
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provenance and blockchain within HIS environments that incor-
porate advanced technologies, such as cloud computing and the 
IoHT. Additionally, these studies should examine their interac-
tions with AI applications in medicine. It is imperative to com-
prehend these relationships to ascertain how this technological 
synergy can enhance data security, interoperability, transparen-
cy, and decision-making processes in healthcare. Indeed, a more 
in-depth study on the combined use of data provenance and 
blockchain has the potential to offer significant contributions 
by clarifying the specific challenges faced in these implementa-
tions. Furthermore, it would facilitate the identification of the 
most effective technological architectures and frameworks that 
maximize the benefits of this integration, thereby supporting the 
successful deployment and adoption of these innovations across 
diverse HIS.

Conflict of interest

The authors declare that they have no known competing financial 
interests or personal relationships that could have appeared to 
influence the work reported in this paper.

Contribution statement

Márcio José Sembay: Writing – Review & 
Editing, Writing – Original Draft.
Alexandre Augusto Gimenes Marquez Filho: 
Methodology, Conceptualization.
Douglas Dyllon Jeronimo de Macedo: Writing 

– Review & Editing, Supervision.

Statement of data consent

This study did not generate any new or large-scale datasets re-
quiring deposition in repositories. The research is based ex-
clusively on the analysis and interpretation of related works 
previously published in the literature, which supported the de-
velopment and extension of this manuscript.



Data provenance and blockchain: An approach in the context of health information systems | 111

References

Al Jarullah, A., & El-Masri, S. (2012). Proposal of an architecture 
for the national integration of electronic health 
records: A semi-centralized approach. Studies in Health 
Technology and Informatics, 180, 917–921. https://doi.
org/10.3233/978-1-61499-101-4-917

Allen, M. (2017). Bibliographic research. In The SAGE Encyclopedia 
of communication research methods. SAGE Publications. 
https://doi.org/10.4135/9781483381411.n37

Alvarez, S., Vazquez-Salceda, J., Kifor, T., Varga, L. Z., & Willmott, 
S. (2006). Applying provenance in distributed organ 
transplant management. In Provenance and annotation 
of data: International provenance and annotation workshop, 
IPAW 2006, Chicago, IL, USA, May 3–5, Revised Selected 
Papers (pp. 28–36). Springer Berlin Heidelberg. https://
doi.org/10.1007/11890850_4

Andargolia, A. E., Scheepers, H., Rajendran, D., & Sohal, A. (2017). 
Health information systems evaluation frameworks: 
A systematic review. International Journal of Medical 
Informatics, 97, 195–209. https://doi.org/ 10.1016/j.
ijmedinf.2016.10.008

Annas, G. J. (2003). HIPAA regulations: A new era of medical-
record privacy? New England Journal of Medicine, 348(15), 
1486. https://doi.org/10.1056/NEJMlim035027

Bakker, A. R. (1991). HIS, RIS, and PACS. Computerized Medical 
Imaging and Graphics, 15(3), 157–160. https://doi.
org/10.1016/0895-6111(91)90004-F

Bansal, S. K. (2014). Towards a semantic extract-transform-load 
(ETL) framework for big data integration. In 2014 IEEE 
international congress on big data (pp. 522–529). IEEE. 
http://10.1109/BigData.Congress.2014.82

Bell, L., Buchanan, W. J., Cameron, J., & Lo, O. (2018). Applications 
of blockchain within healthcare. Blockchain in 
Healthcare Today, 1, 1–7. https://doi.org/10.30953/bhty.v1.8

Bernardini, A., Alonzi, M., Campioni, P., Vecchioli, A., & 
Marano, P. (2003). IHE: Integrating the Healthcare 
Enterprise, towards complete integration of healthcare 
information systems. Rays, 28(1), 83–93. https://pubmed.
ncbi.nlm.nih.gov/14509182/

https://doi.org/10.3233/978-1-61499-101-4-917
https://doi.org/10.3233/978-1-61499-101-4-917
https://doi.org/10.4135/9781483381411.n37
https://doi.org/10.1007/11890850_4
https://doi.org/10.1007/11890850_4
https://doi.org/
https://doi.org/10.1056/NEJMlim035027
https://doi.org/10.1016/0895-6111(91)90004-F
https://doi.org/10.1016/0895-6111(91)90004-F
https://doi.org/10.30953/bhty.v1.8
https://pubmed.ncbi.nlm.nih.gov/14509182/
https://pubmed.ncbi.nlm.nih.gov/14509182/


112 | Advanced Notes in Information Science: Practices in Scientific Development | vol. 8

Blick, K. E. (1997). Decision-making laboratory computer systems 
as essential tools for achievement of total quality. 
Clinical Chemistry, 43(5), 908–912. https://doi.org/10.1093/
clinchem/43.5.908

Boochever, S. S. (2004). HIS/RIS/PACS integration: Getting to 
the gold standard. Radiology Management, 26(3), 16–24. 
https://pubmed.ncbi.nlm.nih.gov/15259683/

Buneman, P., Khanna, S., & Wang-Chiew, T. (2001). Why and 
where: A characterization of data provenance. In J. Van 
den Bussche & V. Vianu (Eds.), ICDT 2001: International 
conference on database theory (pp. 316–330). Springer. 
https://doi.org/10.1007/3-540-44503-X_20

Cameron, G. (2003). Provenance and pragmatics [Workshop on Data 
Provenance and Annotation]. Edinburgh, UK.

Cesnik, B., & Kidd, M. R. (2010). History of health 
informatics: A global perspective. Studies in Health 
Technology and Informatics, 151, 3–8. https://doi.
org/10.3233/978-1-60750-476-4-3

Coimbra, F. S., & Dias, T. M. R. (2021). Use of open data to 
analyze the publication of articles in scientific events. 
Iberoamerican Journal of Science Measurement and 
Communication, 1(3), 1–13. https://doi.org/10.47909/
ijsmc.123

Dash, S., Shakyawar, S. K., Sharma, M., & Kaushik, S. (2019). Big 
data in healthcare: Management, analysis and future 
prospects. Journal of Big Data, 6(1), 1–25. https://doi.
org/10.1186/s40537-019-0217-0

Dehnavieh, R., Haghdoost, A., Khosravi, A., Hoseinabadi, F., 
Rahimi, H., Poursheikhali, A., Shafiee, G., Gholami, 
H., Abadi, M. B. H., Noori, R., & Mehrolhassani, M. H. 
(2018). The District Health Information System (DHIS2): 
A literature review and meta-synthesis of its strengths 
and operational challenges based on the experiences 
of 11 countries. Health Information Management Journal, 
48(2), 62–75. https://doi.org/10.1177/1833358318777713

Deloitte. (2018). Breaking blockchain open: Deloitte’s 2018 global 
blockchain survey (Report No. 48). Deloitte Insights. 
https://doi.org/10.1002/ejoc.201200111

https://doi.org/10.1093/clinchem/43.5.908
https://doi.org/10.1093/clinchem/43.5.908
https://pubmed.ncbi.nlm.nih.gov/15259683/
https://doi.org/10.1007/3-540-44503-X_20
https://doi.org/10.3233/978-1-60750-476-4-3
https://doi.org/10.3233/978-1-60750-476-4-3
https://doi.org/10.47909/ijsmc.123
https://doi.org/10.47909/ijsmc.123
https://doi.org/10.1186/s40537-019-0217-0
https://doi.org/10.1186/s40537-019-0217-0
https://doi.org/10.1177/1833358318777713
https://doi.org/10.1002/ejoc.201200111


Data provenance and blockchain: An approach in the context of health information systems | 113

Dolin, R. H., Alschuler, L., Beebe, C., Biron, P. V., Boyer, S. L., Essin, 
D., & Mattison, J. E. (2001). The HL7 clinical document 
architecture. Journal of the American Medical Informatics 
Association, 8(6), 552–569. https://doi.org/10.1136/
jamia.2001.0080552

Engelhardt, M. A. (2017). Hitching healthcare to the chain: An 
introduction to blockchain technology in the healthcare 
sector. Technology Innovation Management Review, 7(10), 
22–34. http://doi.org/10.22215/timreview/1111

Foster, I. T., Vöckler, J.-S., Wilde, M., & Zhao, Y. (2003). The virtual 
data grid: A new model and architecture for data-intensive 
collaboration. In 15th International conference on scientific 
and statistical database management (SSDBM), Cambridge, 
MA, USA. https://www.cidrdb.org/cidr2003/program/p18.
pdf

Freire, J., Silva, C. T., Callahan, S. P., Santos, E., Scheidegger, C. E., 
& Vo, H. T. (2008). Provenance for computational tasks: 
A survey. Journal of Computing Science and Engineering, 
10(3), 11–21. https://doi.org/10.1109/MCSE.2008.79

Friedman, C., Rubin, J., Brown, J., Buntin, M., Corn, M., Etheredge, 
L., Gunter, C., Musen, M., Platt, R., Stead, W., Sullivan, 
K., & Van Houweling, D. (2015). Toward a science of 
learning systems: A research agenda for the high-
functioning learning health system. Journal of the 
American Medical Informatics Association, 22(1), 43–50. 
https://doi.org/10.1136/amiajnl-2014-002977

Galhardas, H., Florescu, D., Shasha, D., Simon, E., & Saita, C. A. 
(2001). Improving data cleaning quality using a data lineage 
facility. In Proceedings of the international workshop 
on design and management of data warehouses (DMDW), 
Interlaken, Switzerland (pp. 1–13). http://ceur-ws.org/Vol-
39/paper3.pdf

Gil, Y., & Miles, S. (2013). PROV model primer [W3C Working Draft]. 
W3C. https://www.w3.org/TR/prov-primer/

Goble, C. (2002). Position statement: Musings on provenance, 
workflow and (Semantic Web) annotations for 
bioinformatics [Workshop on Data Derivation and 
Provenance]. Chicago, IL, USA.

https://doi.org/10.1136/jamia.2001.0080552
https://doi.org/10.1136/jamia.2001.0080552
http://doi.org/10.22215/timreview/1111
https://www.cidrdb.org/cidr2003/program/p18.pdf
https://www.cidrdb.org/cidr2003/program/p18.pdf
https://doi.org/10.1109/MCSE.2008.79
https://doi.org/10.1136/amiajnl-2014-002977
http://ceur-ws.org/Vol-39/paper3.pdf
http://ceur-ws.org/Vol-39/paper3.pdf
https://www.w3.org/TR/prov-primer/


114 | Advanced Notes in Information Science: Practices in Scientific Development | vol. 8

Gong, J., Lin, S., & Li, J. (2019). Research on personal health data 
provenance and right confirmation with smart contract. 
In IEEE 4th advanced information technology, electronic 
and automation control conference (IAEAC). https://doi.
org/10.1109/IAEAC47372.2019.8997930

Gontijo, M. C. A., Hamanaka, R. Y., & de Araujo, R. F. (2021). 
Research data management: A bibliometric and 
altmetric study based on Dimensions. Iberoamerican 
Journal of Science Measurement and Communication, 1(3), 
1–19. https://doi.org/10.47909/ijsmc.120

Greenspan, G. (2016). Four genuine blockchain use cases [Technical 
report]. MultiChain. https://www.multichain.com/
blog/2016/05

Greenwood, M., Goble, C., Stevens, R., Zhao, J., Addis, M., 
Marvin, D., Moreau, L., & Oinn, T. (2003). Provenance 
of e-science experiments: Experience from bioinformatics. 
In Proceedings of the UK OST e-science second all 
hands meeting, Nottingham, UK. https://eprints.soton.
ac.uk/258895/1/prov-all-hands.pdf

Griggs, K. N., Ossipova, O., Kohlios, C. P., Baccarini, A. N., Howson, 
E. A., & Hayajneh, T. (2018). Healthcare blockchain 
system using smart contracts for secure automated 
remote patient monitoring. Journal of Medical Systems, 
42(7), 130. https://doi.org/10.1007/s10916-018-0982-x

Gropper, A. (2016). Powering the physician-patient relationship 
with HIE of one blockchain health IT [ONC/NIST Use of 
Blockchain for Healthcare and Research Workshop]. 
Gaithersburg, MD. https://www.healthit.gov/sites/default/
files/7-29-poweringthephysician-patientrelationshipwithbl
ockchainhealthit.pdf

Groth, P., & Moreau, L. (2013). PROV-overview: An overview of the 
PROV family of documents. W3C. https://www.w3.org/TR/
prov-overview/

Hallingberg, B., Turley, R., Segrott, J., Wight, D., Craig, P., Moore, 
L., Murphy, S., Robling. M., Simpson, S. A., & Moore, G. 
(2018). Exploratory studies to decide whether and how 
to proceed with full-scale evaluations of public health 
interventions: A systematic review of guidance. Pilot 
and Feasibility Studies, 4, 104. https://doi.org/10.1186/
s40814-018-0290-8

https://doi.org/10.1109/IAEAC47372.2019.8997930
https://doi.org/10.1109/IAEAC47372.2019.8997930
https://doi.org/10.47909/ijsmc.120
https://www.multichain.com/blog/2016/05
https://www.multichain.com/blog/2016/05
https://eprints.soton.ac.uk/258895/1/prov-all-hands.pdf
https://eprints.soton.ac.uk/258895/1/prov-all-hands.pdf
https://doi.org/10.1007/s10916-018-0982-x
https://www.healthit.gov/sites/default/files/7-29-poweringthephysician-patientrelationshipwithblockchainhealthit.pdf
https://www.healthit.gov/sites/default/files/7-29-poweringthephysician-patientrelationshipwithblockchainhealthit.pdf
https://www.healthit.gov/sites/default/files/7-29-poweringthephysician-patientrelationshipwithblockchainhealthit.pdf
https://www.w3.org/TR/prov-overview/
https://www.w3.org/TR/prov-overview/
https://doi.org/10.1186/s40814-018-0290-8
https://doi.org/10.1186/s40814-018-0290-8


Data provenance and blockchain: An approach in the context of health information systems | 115

Hasselgren, A., Kralevska, K., Gligoroski, D., Pedersen, S. A., & 
Faxvaag, A. (2020). Blockchain in healthcare and 
health sciences: A scoping review. International Journal 
of Medical Informatics, 134, Article 104040. https://doi.
org/10.1016/j.ijmedinf.2019.104040

Haux, R. (2006). Health information systems—Past, present, 
future. International Journal of Medical Informatics, 75(3–
4), 268–281. https://doi.org/10.1016/j.ijmedinf.2005.08.002

HL7 International. (n.d.). Fast healthcare interoperability resources 
release (STU). http://fhir.hl7.org

Hoerbst, A., & Ammenwerth, E. (2010). Electronic health records. 
Methods of Information in Medicine, 49(4), 320–336. 
https://doi.org/10.3414/me10-01-0038

Honeyman, J. C. (1999). Information systems integration in 
radiology. Journal of Digital Imaging, 12(Suppl 1), 218–219. 
http://doi: 10.1007/BF03168810

Huang, H. K. (2019). PACS-based multimedia imaging informatics: 
Basic principles and applications (3rd ed.). John Wiley & 
Sons. https://doi.org/10.2345/i0899-8205-40-2-125.1

Ismail, A., Jamil, A. T., Rahman, A. F. A., Bakar, J. M. A., Saad, N. 
M., & Saadi, H. (2010). The implementation of Hospital 
Information System (HIS) in tertiary hospitals in 
Malaysia: A qualitative study. Malaysian Journal of Public 
Health Medicine, 10(2), 16–24.

Jagadish, H. V., & Olken, F. (2004). Database management for life 
sciences research. ACM SIGMOD Record, 33(2), 15–20. 
https://doi.org/10.1145/1024694.1024697

Kho, W. (2018). Blockchain revolution in healthcare: The 
era of patient-centred dental information system. 
International Journal of Oral Biology, 43(1), 1–3. https://doi.
org/10.11620/IJOB.2018.43.1.001

Kohlbacher, O., Mansmann, U., Bauer, B., Kuhn, K., & Prasser, 
F. (2018). Data Integration for Future Medicine 
(DIFUTURE): An architectural and methodological 
overview. Methods of Information in Medicine, 57(S01), 
e43–e50. https://doi.org/10.3414/ME17-02-0022

Korhonen, I., Pärkkä, J., & van Gils, M. (2003). Health monitoring 
in the home of the future. IEEE Engineering in 
Medicine and Biology Magazine, 22(3), 66–73. https://doi.
org/10.1109/MEMB.2003.1213628

https://doi.org/10.1016/j.ijmedinf.2019.104040
https://doi.org/10.1016/j.ijmedinf.2019.104040
https://doi.org/10.1016/j.ijmedinf.2005.08.002
http://fhir.hl7.org
https://doi.org/10.3414/me10-01-0038
https://doi.org/10.2345/i0899-8205-40-2-125.1
https://doi.org/10.1145/1024694.1024697
https://doi.org/10.11620/IJOB.2018.43.1.001
https://doi.org/10.11620/IJOB.2018.43.1.001
https://doi.org/10.3414/ME17-02-0022
https://doi.org/10.1109/MEMB.2003.1213628
https://doi.org/10.1109/MEMB.2003.1213628


116 | Advanced Notes in Information Science: Practices in Scientific Development | vol. 8

Law, M. Y., & Zhou, Z. (2003). New direction in PACS education 
and training. Computerized Medical Imaging and 
Graphics, 27(2–3), 147–156. https://doi.org/10.1016/
S0895-6111(02)00088-5

Leeming, G., Ainsworth, J., & Clifton, D. A. (2019). Blockchain 
in health care: Hype, trust, and digital health. The 
Lancet, 393(10190), 2476–2477. https://doi.org/10.1016/
S0140-6736(19)30948-1

Li, Q., Labrinidis, A., & Chrysanthis, P. K. (2008). User-centric 
annotation management for biological data. In 
Provenance and annotation of data and processes: second 
international provenance and annotation workshop, IPAW 
2008, Salt Lake City, UT, USA, June 17–18, Revised Selected 
Papers (pp. 54–61). Springer Berlin Heidelberg. https://
doi.org/10.1007/978-3-540-89965-5_7

Liang, X., Zhao, J., Shetty, S., Liu, J., & Li, D. (2017). Integrating 
blockchain for data sharing and collaboration in mobile 
healthcare applications. In 2017 IEEE 28th annual 
international symposium on personal, indoor, and mobile 
radio communications (PIMRC), Montreal, QC, Canada (pp. 
1–25). IEEE. https://doi.org/10.1109/PIMRC.2017.8292361

Liu, L. S., Shih, P. C., & Hayes, G. (2011). Barriers to the 
adoption and use of personal health record systems. 
Proceedings of the iConference, 363–370. https://doi.
org/10.1145/1940761.1940811

Macedo, D. D. J., de Von Wangenheim, A., & de Dantas, M. A. 
R. (2015). A data storage approach for large-scale 
distributed medical systems. In 2015 Ninth international 
conference on complex, intelligent, and software 
intensive systems (pp. 486–490). https://doi.org/10.1109/
CISIS.2015.88

Macedo, D. D., de Araújo, G. M., de Dutra, M. L., Dutra, S. T., & 
Lezana, Á. G. (2019). Toward an efficient healthcare 
Cloud IoT architecture by using a game theory 
approach. Concurrent Engineering, 27(3), 189–200. https://
doi.org/10.1177/1063293X19844548

Margheri, A., Massi, M., Miladi, A., Sassone, V., & Rosenzweig, A. 
J. (2020). Decentralised provenance for healthcare data. 
International Journal of Medical Informatics, 141, Article 
104197. https://doi.org/10.1016/j.ijmedinf.2020.104197

https://doi.org/10.1016/S0895-6111(02)00088-5
https://doi.org/10.1016/S0895-6111(02)00088-5
https://doi.org/10.1016/S0140-6736(19)30948-1
https://doi.org/10.1016/S0140-6736(19)30948-1
https://doi.org/10.1007/978-3-540-89965-5_7
https://doi.org/10.1007/978-3-540-89965-5_7
https://doi.org/10.1109/PIMRC.2017.8292361
https://doi.org/10.1145/1940761.1940811
https://doi.org/10.1145/1940761.1940811
https://doi.org/10.1109/CISIS.2015.88
https://doi.org/10.1109/CISIS.2015.88
https://doi.org/10.1177/1063293X19844548
https://doi.org/10.1177/1063293X19844548
https://doi.org/10.1016/j.ijmedinf.2020.104197


Data provenance and blockchain: An approach in the context of health information systems | 117

Massi, M., Miladi, A., Margheri, A., Sassone, V., & Rosenzweig, 
J. (2018). Using PROV and blockchain to achieve health 
data provenance [Technical Report]. University of 
Southampton. https://eprints.soton.ac.uk/421292/1/PROV_
BC_Healthcare.pdf

McCusker, K., & Gunaydin, S. (2015). Research using qualitative, 
quantitative or mixed methods and choice based 
on the research. Perfusion, 30(7), 537–542. https://doi.
org/10.1177/0267659114559116

Mildenberger, P., Eichelberg, M., & Martin, E. (2002). Introduction 
to the DICOM standard. European Radiology, 12(4), 920–
927. http://doi: 10.1007/s003300101100

Miles, S., Groth, P., Branco, M., & Moreau, L. (2005). The 
requirements of recording and using provenance in 
eScience experiments [Technical Report]. Electronics 
and Computer Science, University of Southampton, UK. 
https://eprints.soton.ac.uk/260269/1/pasoa04requirements.
pdf

Monteil, C. (2019). Blockchain and health. In Digital 
medicine (pp. 41–47). Springer. https://doi.
org/10.1007/978-3-319-98216-8_4

Moreau, L. (2006). Usage of “provenance”: A tower of Babel [Position 
paper]. Microsoft Life Cycle Seminar, Mountain View, 
CA. https://eprints.soton.ac.uk/409382/

Moreau, L., Clifford, B., Freire, J., Futrelle, J., Gil, Y., Groth, P., & 
Van den Bussche, J. (2011). The open provenance model 
core specification (v1.1). Future Generation Computer 
Systems, 27(6), 743–756. https://doi.org/10.1016/j.
future.2010.07.005

Moreau, L., & Groth, P. (2013). Provenance: An introduction to 
PROV. Morgan & Claypool. https://doi.org/10.2200/
s00528ed1v01y201308wbe007

Moreau, L., Kwasnikowska, N., & Van den Bussche, J. (2009). The 
foundations of the open provenance model. University of 
Southampton. https://eprints.soton.ac.uk/267282/1/fopm.
pdf

Nadkarni, P. M., Marenco, L., & Brandt, C. (2012). Clinical 
research information systems. In Health 
informatics (pp. 135–154). Springer. https://doi.
org/10.1007/978-1-84882-448-5_8

https://eprints.soton.ac.uk/421292/1/PROV_BC_Healthcare.pdf
https://eprints.soton.ac.uk/421292/1/PROV_BC_Healthcare.pdf
https://doi.org/10.1177/0267659114559116
https://doi.org/10.1177/0267659114559116
https://eprints.soton.ac.uk/260269/1/pasoa04requirements.pdf
https://eprints.soton.ac.uk/260269/1/pasoa04requirements.pdf
https://doi.org/10.1007/978-3-319-98216-8_4
https://doi.org/10.1007/978-3-319-98216-8_4
https://eprints.soton.ac.uk/409382/
https://doi.org/10.1016/j.future.2010.07.005
https://doi.org/10.1016/j.future.2010.07.005
https://doi.org/10.2200/s00528ed1v01y201308wbe007
https://doi.org/10.2200/s00528ed1v01y201308wbe007
https://eprints.soton.ac.uk/267282/1/fopm.pdf
https://eprints.soton.ac.uk/267282/1/fopm.pdf
https://doi.org/10.1007/978-1-84882-448-5_8
https://doi.org/10.1007/978-1-84882-448-5_8


118 | Advanced Notes in Information Science: Practices in Scientific Development | vol. 8

Nakamoto, S. (2008). Bitcoin: A peer-to-peer electronic cash system. 
National Intelligence Council. https://fas.org/irp/nic/
disruptive.pdf.

Noumeir, R., & Renaud, B. (2010). IHE cross-enterprise document 
sharing for imaging: Interoperability testing software. 
Source Code for Biology and Medicine, 5(1), 1–15. https://doi.
org/10.1186/1751-0473-5-9

Oosterwijk, H. (2002). DICOM basics (2nd ed.). Otech.
Open Provenance Model (OPM). (2010). Open Provenance Model 

(OPM) specifications. https://openprovenance.org/opm/old-
index.html

Pearson, D. (2002). Presentation on grid data requirements scoping 
metadata & provenance [Workshop on Data Derivation 
and Provenance], Chicago, IL, USA.

Peterson, K., Deeduvanu, R., Kanjamala, P., & Boles, K. (2016). A 
blockchain-based approach to health information exchange 
networks. U.S. Department of Health and Human 
Services. https://www.healthit.gov/sites/default/files/12-
55-blockchain-based-approach-final.pdf

Puel, A., Wangenheim, A. V., Meurer, M. I., & de Macedo, D. 
D. J. (2014). BUCOMAX: Collaborative multimedia 
platform for real-time manipulation and visualization 
of bucomaxillofacial diagnostic images. In 2014 
IEEE 27th international symposium on computer-based 
medical systems (pp. 392–395). https://doi.org/10.1109/
CBMS.2014.12

Randall, D., Goel, P., & Abujamra, R. (2017). Blockchain 
applications and use cases in health information 
technology. Journal of Health & Medical Informatics, 8(3), 
1–17. https://doi.org/10.4172/2157-7420.1000276

Rayhman, M. A., Hossain, M. S., Islam, M. S., Alrajeh, N. A., 
& Muhammad, G. (2020). Secure and provenance 
enhanced internet of health things framework: A 
blockchain managed federated learning approach. 
IEEE Access, 8, 205071–205087. https://doi.org/10.1109/
ACCESS.2020.3037474

https://fas.org/irp/nic/disruptive.pdf
https://fas.org/irp/nic/disruptive.pdf
https://doi.org/10.1186/1751-0473-5-9
https://doi.org/10.1186/1751-0473-5-9
https://openprovenance.org/opm/old-index.html
https://openprovenance.org/opm/old-index.html
https://www.healthit.gov/sites/default/files/12-55-blockchain-based-approach-final.pdf
https://www.healthit.gov/sites/default/files/12-55-blockchain-based-approach-final.pdf
https://doi.org/10.1109/CBMS.2014.12
https://doi.org/10.1109/CBMS.2014.12
https://doi.org/10.4172/2157-7420.1000276
https://doi.org/10.1109/ACCESS.2020.3037474
https://doi.org/10.1109/ACCESS.2020.3037474


Data provenance and blockchain: An approach in the context of health information systems | 119

Robertson, A., Cresswell, K., Takian, A., Petrakaki, D., Crowe, S., 
Cornford, T., Barber, N., Avery, A., Fernando, B., Jacklin, 
A., Prescott, R., Klecun, E., Paton, J., Lichtner, V., Quinn, 
C., Ali, M., Morrison, Z., Jani, Y., Waring, J., Marsden, K., 
& Sheikh, A. (2010). Implementation and adoption of 
nationwide electronic health records in secondary care 
in England: Qualitative analysis of interim results from 
a prospective national evaluation. BMJ, 341, Article 
c4564. https://doi.org/10.1136/bmj.c4564

Roehrs, A., da Costa, C. A., & da Righi, R. R. (2017). OmniPHR: A 
distributed architecture model to integrate personal 
health records. Journal of Biomedical Informatics, 71, 70–
81. https://doi.org/10.1016/j.jbi.2017.05.012

Samuel, A. M., & Garcia-Constantino, M. (2022). User-centred 
prototype to support wellbeing and isolation of 
software developers using smartwatches. Advances 
in Notes in Information Science, 1, 140–151. https://doi.
org/10.47909/anis.978-9916-9760-0-5.125

Samuel, R. E. (2016). A layered architectural approach to 
understanding distributed cryptographic ledgers. Issues 
in Information Systems, 17(IV), 222–226. https://doi.
org/10.48009/4_iis_2016_222-226

Schauz, D. (2014). What is basic research? Insights from 
historical semantics. Minerva, 52(3), 273–328. https://doi.
org/10.1007/s11024-014-9255-0

Sembay, M. J., de Macedo, D. D. J., & Dutra, M. L. (2021). A 
proposed approach for provenance data gathering. 
Mobile Networks and Applications, 26(1), 304–318. https://
doi.org/10.1007/s11036-020-01648-7

Sembay, M. J., de Macedo, D. D. J., Júnior, L. P., Braga, R. M. 
M., & Sarasa-Cabezuelo, A. (2023). Provenance 
data management in health information systems: A 
systematic literature review. Journal of Personalized 
Medicine, 13(6), 991. https://doi.org/10.3390/jpm13060991

Sembay, M. J., de Macedo, D. D. J., & Marquez Filho, A. A. G. 
(2022). Identification of the relationships between data 
provenance and blockchain as a contributing factor for 
health information systems. In Proceedings of data and 
information in online environments: third eai international 
conference, DIONE 2022 (pp. 258–272). Springer Nature 
Switzerland. http://doi.org/10.1007/978-3-031-22324-2_20

https://doi.org/10.1136/bmj.c4564
https://doi.org/10.1016/j.jbi.2017.05.012
https://doi.org/10.47909/anis.978-9916-9760-0-5.125
https://doi.org/10.47909/anis.978-9916-9760-0-5.125
https://doi.org/10.48009/4_iis_2016_222-226
https://doi.org/10.48009/4_iis_2016_222-226
https://doi.org/10.1007/s11024-014-9255-0
https://doi.org/10.1007/s11024-014-9255-0
https://doi.org/10.1007/s11036-020-01648-7
https://doi.org/10.1007/s11036-020-01648-7
https://doi.org/10.3390/jpm13060991
http://doi.org/10.1007/978-3-031-22324-2_20


120 | Advanced Notes in Information Science: Practices in Scientific Development | vol. 8

Sembay, M. J., & Macedo, D. D. J. (2022). Health information 
systems: proposal of a provenance data management 
methodinthe instantiation of the W3C PROV-DM 
model. Advances in Notes in Information Science, 2, 
101. ColNes Publishing. https://doi.org/10.47909/
anis.978-9916-9760-3-6.101

Sembay, M. J., Macedo, D. D., & Dutra, M. L. (2020). A method for 
collecting provenance data: A case study in a Brazilian 
hemotherapy center. In Proceedings of the 1st EAI 
international conference on data and information in online 
environments (DIONE 2020) (pp. 1–14). EAI. https://doi.
org/10.1007/978-3-030-50072-6_8

Silva, P. P. da, Silva, D., McGuinness, D. L., & McCool, R. (2003). 
Knowledge provenance infrastructure. IEEE Data 
Engineering Bulletin, 26(4), 26–32. https://dspace.rpi.edu/
items/cd532a33-7392-4046-a4a2-c71679ec66eb

Simmhan, Y. L., Plale, B., & Gannon, D. (2005). A survey of data 
provenance techniques [Technical Report No. TR-618]. 
Computer Science Department, Indiana University. 
https://legacy.cs.indiana.edu/ftp/techreports/TR618.pdf

Sligo, J., Gauld, R., Roberts, V., & Villac, L. (2017). A literature 
review for large-scale health information system 
project planning, implementation and evaluation. 
International Journal of Medical Informatics, 97, 86–97. 
https://doi.org/10.1016/j.ijmedinf.2016.09.007

Sultan, K., Ruhi, U., & Lakhani, R. (2018). Conceptualizing 
blockchains: Characteristics & applications. arXiv. https://
arxiv.org/abs/1806.03693

Swan, M. (2015). Blockchain: Blueprint for a new economy. O’Reilly 
Media.

Tan, W. C. (2008). Provenance in databases: Past, current, and 
future. IEEE Data Engineering Bulletin, 30(4), 3–12. 
https://scispace.com/pdf/provenance-in-databases-past-
current-and-future-ymbe17g99v.pdf

Tian, F. (2016). An agri-food supply chain traceability system for 
China based on RFID & blockchain technology. In 13th 
International conference on service systems and service 
management (ICSSSM) (pp. 1–6). IEEE. https://doi.
org/10.1109/ICSSSM.2016.7538424

https://doi.org/10.47909/anis.978-9916-9760-3-6.101
https://doi.org/10.47909/anis.978-9916-9760-3-6.101
https://doi.org/10.1007/978-3-030-50072-6_8
https://doi.org/10.1007/978-3-030-50072-6_8
https://dspace.rpi.edu/items/cd532a33-7392-4046-a4a2-c71679ec66eb
https://dspace.rpi.edu/items/cd532a33-7392-4046-a4a2-c71679ec66eb
https://legacy.cs.indiana.edu/ftp/techreports/TR618.pdf
https://doi.org/10.1016/j.ijmedinf.2016.09.007
https://arxiv.org/abs/1806.03693
https://arxiv.org/abs/1806.03693
https://scispace.com/pdf/provenance-in-databases-past-current-and-future-ymbe17g99v.pdf
https://scispace.com/pdf/provenance-in-databases-past-current-and-future-ymbe17g99v.pdf
https://doi.org/10.1109/ICSSSM.2016.7538424
https://doi.org/10.1109/ICSSSM.2016.7538424


Data provenance and blockchain: An approach in the context of health information systems | 121

Weerakoon, B. S., & Chandrasiri, N. R. (2023). Knowledge 
and utilisation of information and communication 
technology among radiographers in a lower-middle-
income country. Radiography, 29(1), 227–233. https://doi.
org/10.1016/j.radi.2022.11.013

Werder, K., Ramesh, B., & Zhang, R. (2022). Establishing data 
provenance for responsible artificial intelligence 
systems. ACM Transactions on Management 
Information Systems (TMIS), 13(2), 1–23. https://doi.
org/10.1145/3503488

World Health Organization (WHO). (2004). Developing health 
management information systems: A practical guide 
for developing countries. World Health Organization 
Regional Office for the Western Pacific. https://iris.wpro.
who.int/handle/10665.1/5498.

World Health Organization (WHO). (2008). Framework and 
standards for country health information systems (2nd 
ed.). https://www.who.int/healthinfo/country_monitoring_
evaluation/who-hmn-framework-standards-chi.pdf.

Zhang, J., Sun, J., & Stahl, J. N. (2003). PACS and web-based image 
distribution and display. Computerized Medical Imaging 
and Graphics, 27(2–3), 197–206. https://doi.org/10.1016/
S0895-6111(02)00074-5

Zhang, P., White, J., Schmidt, D. C., & Lenz, G. (2017). Blockchain 
technology use cases in healthcare. Advances 
in Computers, 111, 1–41. https:// doi.org/10.1016/
bs.adcom.2018.03.006

Zhang, P., White, J., Schmidt, D. C., Lenz, G., & Rosenbloom, S. T. 
(2018). FHIRChain: Applying blockchain to securely 
and scalably share clinical data. Computational and 
Structural Biotechnology Journal, 16, 267–278. https://doi.
org/10.1016/j.csbj.2018.07.004

https://doi.org/10.1016/j.radi.2022.11.013
https://doi.org/10.1016/j.radi.2022.11.013
https://doi.org/10.1145/3503488
https://doi.org/10.1145/3503488
https://iris.wpro.who.int/handle/10665.1/5498
https://iris.wpro.who.int/handle/10665.1/5498
https://www.who.int/healthinfo/country_monitoring_evaluation/who-hmn-framework-standards-chi.pdf
https://www.who.int/healthinfo/country_monitoring_evaluation/who-hmn-framework-standards-chi.pdf
https://doi.org/10.1016/S0895-6111(02)00074-5
https://doi.org/10.1016/S0895-6111(02)00074-5
http://doi.org/10.1016/bs.adcom.2018.03.006
http://doi.org/10.1016/bs.adcom.2018.03.006
https://doi.org/10.1016/j.csbj.2018.07.004
https://doi.org/10.1016/j.csbj.2018.07.004


122 | Advanced Notes in Information Science: Practices in Scientific Development | vol. 8

CHAPTER 4

Structuring a 
data lake for the 
management of 
scientific information 
in Brazil

Washington Luís Ribeiro de Carvalho Segundo
Brazilian Institute of Information in Science 
and Technology (IBICT), Brazil.
ORCID: https://orcid.org/0000-0003-3635-9384

Fábio Lorensi do Canto
Central Library, Federal University of Santa Catarina, Brazil.
ORCID: https://orcid.org/0000-0002-8338-1931

Patrícia da Silva Neubert
Department Information Science, Federal 
University of Santa Catarina, Brazil.
ORCID: https://orcid.org/0000-0002-8909-1898

Adilson Luiz Pinto
Department Information Science, Pós-Design, 
Federal University of Santa Catarina, Brazil.
ORCID: https://orcid.org/0000-0002-4142-2061
Email: adilson.pinto@ufsc.br

Carlos Luis González-Valiente
Publications Department, Pro-Metrics, Tallinn, Estonia.
ORCID: https://orcid.org/0000-0002-1836-5257



Structuring a data lake for the management of scientific information in Brazil | 123

Abstract

The initial steps involved in the establishment of a data lake 
(Laguna) were delineated. This data lake was fed with structured 
data from the data ecosystem of the Brazilian Current Research 
Information System (BrCris). The data lake was developed to 
manage scientific information and aggregate this content into 
an accessible system. A substantial amount of data was collected 
and processed across five phases: (1) collection; (2) selection and 
separation; (3) transformation and connection; (4) organization, 
classification, and indexing; and (5) retrieval and visualization. 
The study utilized a range of data extraction methodologies on 
disparate platforms, employing SQL or API to facilitate the pro-
cess. A set of scientific journals was identified through a process 
of stratification, with the highest percentage belonging to the A1 
category. The initial integration of OpenAlex and DOAJ data was 
conducted, marking a significant milestone in the development 
of the platform. The author data were disambiguated and cross-
checked by DOI to identify citing and cited authors. A comprehen-
sive set of relevant data was obtained to facilitate the formula-
tion of robust inferences, including the standardized number of 
journals by stratification, the integration between disparate da-
tabases such as OpenAlex and DOAJ, the ontological system em-
ployed to address the disassociation of authors, and the represen-
tation of the cited author before journals and future authorities.
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1	 Introduction

This research is supported by two projects: Laguna de Datos and 
the Brazilian Current Research Information System (BrCris; Pinto 
et al., 2022). These projects are overseen by the research group 
Brazilian Scientific Research Ecosystem Laboratory (LaEPeCBr, 
in Portuguese). The objective of this initiative is to establish a 
data lake structure within Brazil, with the aim of supporting 
open data systems and ecosystems within the Brazilian Institute 
for Research in Science and Technology (IBICT, in Portuguese; 
Dias et al., 2022; Segundo et al., 2022). A significant challenge 
confronting Brazilian science and technology institutions per-
tains to the heterogeneity of the data recovered, characterized by 
a lack of cohesive structures. The construction of the IBICT data 
lake structure aims to address this challenge (Segundo & Sena, 
2023). Concurrently, it aspires to function as a dependable re-
pository for novel research data derived from the BrCris project. 
BrCris is an ecosystem that encompasses a comprehensive array 
of information and scientific findings. It employs sophisticated 
algorithms to derive indicators and metrics from recommenda-
tion systems, facilitating the identification of four distinct cate-
gories of specialists and specialties (Figure 1).

Figure 1.	 BrCris’ webpage. Source. https://brcris.ibict.br

Laguna is defined as a system or repository of data stored in its 
natural format without processing (Ravat & Zhao, 2019). This 
system constitutes a unified repository of data derived from pro-
cessed, statistical, and social systems. The objective of this system 
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is to transform, use, replicate, analyze, learn, and visualize the 
data in a manner that is accessible to all individuals involved 
in the systems, including system builders, operators, and users 
(Nargesian et al., 2019; Oliveira & Martins, 2022). The concept of 
context encompasses structured, semi-structured, and unstruc-
tured data, as well as image, audio, and video data. This type of 
data is referred to as “binary data” (Silberschatz et al., 2011). The 
data lake structure is predicated on six levels: (1) a management 
layer, (2) data access, (3) data collection tools, (4) various data re-
positories, (5) databases, and (6) a dashboard system so that the 
community has access to the contents (John & Misra, 2017; Valles-
Coral et al., 2023). A data lake is defined as an extensive collection 
of datasets that can be stored in different systems (Giebler et al., 
2019; Gontijo et al., 2021; Netto & Pinto, 2022). It is important to 
note that these data may be presented in a variety of formats and 
subject to change over time. The system generates autonomous 
operating systems, more appropriate reports, and predictive 
analyses for institutional needs. The data lake is a system that 
serves to structure a set of data according to its format specifi-
cation, breakage of contents, content reformat, and data format. 
It also establishes dataset instances and connections, generates 
systems to qualify data and their contents, schedules, views, and 
accesses various data content (Coimbra & Dias, 2021; Segundo & 
Sena, 2023; Sousa & Shintaku, 2022). This particular data lake is 
employed by a diverse array of institutions, including companies, 
governments, and scientific-technological agencies.

The primary objective of its implementation is to ensure that 
the data are presented and stored in a scalable structure, with ex-
ecution systems organized in clusters. These systems are required 
to process and store a substantial volume of data concurrently, 
in addition to executing these processes with open-source soft-
ware and independently of file size. These systems are designed 
to collect potential data, identify user needs, monitor user be-
havior, detect fraud and data risks, manage marketing systems, 
analyze competition, and customize data demand. The objective 
of this initiative is to establish a data repository, designated as 
Laguna, which will serve as a foundation for the BrCris ecosys-
tem. The specific objectives are as follows: (1) to incorporate sta-
tistical data, data aggregation APIs, and visualize certain sci-
entific inferences, (2) to categorize scientific journals according 
to the Brazilian class identification model (Qualis/Capes), (3) to 
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identify open-access data crossover, (4) to perform author disam-
biguation for a more accurate representation of scientific data, 
and (5) to cross-reference the data by DOI to identify the degree 
of citations.

2	 Design and Methodology

This research employed sophisticated computational methodolo-
gies for the management, structuring, and examination of infor-
mation. This was done to obtain searchable, accessible, interop-
erable, and reusable datasets. The dataset has been meticulously 
collected, selected, transformed, and linked for the purpose of 
data processing. Subsequently, the data were methodically or-
ganized and indexed, and then retrieved and rendered visually 
on the BrCris platform. As a mining processing technique, six 
phases of data crossing were used: (1) understanding the scien-
tific environment, (2) understanding of the data to be worked on, 
(3) preparation of these data, (4) mathematical modeling of these 
data, (5) evaluation of possible applicable models, and (6) gener-
ation of a data production system.

2.1	 Data treatment model

The data lake is defined as a collection of data that has been me-
ticulously gathered from repositories and databases of recog-
nized pertinence within the domains of science, technology, and 
innovation. The study focused on the direct engagement with the 
localization, accessibility, interoperability, and reuse of datasets, 
aligning with the FAIR Principles (Wilkinson et al., 2016). The fol-
lowing sources were consulted: OpenAlex, Wikidata, CrossRef, 
OpenCitations, OpenAIRE Research Graph, ISSN Portal, Latindex, 
DOAJ, Google Scholar Metrics, Plataformas Lattes and Sucupira, 
Oasisbr, and BDTD. The datasets obtained from these sources 
were then subjected to various analytical procedures, including 
advanced artificial intelligence techniques, real-time analytics, 
machine learning algorithms, dashboards, and visualizations. As 
the main results, we obtained:
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1.	 Collection: We employed public APIs and search and ex-
traction tools available in repositories and databases that ful-
ly or partially complied with the FAIR Principles. In addition, 
tools were developed for the purpose of extracting data from 
complex sources (do Carmo & da Silva Lemos, 2022). The uti-
lized protocols encompassed the transmission and reception 
of messages through Representational State Transfer (REST) 
interfaces, with calls facilitated by HyperText Transfer 
Protocol (HTTP). This was done to obtain responses from 
documents in JSON format. Furthermore, the Open Archives 
Initiative Protocol for Metadata Harvesting (OAI-PMH) 
protocol is employed, with HTTP calls and responses in the 
form of eXtensible Markup Language (XML) in accordance 
with various standards. In accordance with the tenets of the 
OAI—Dublin Core, we have obtained responses in more ge-
neric models, such as the Resource Description Framework 
(RDF), which exhibits a high degree of expressiveness.

2.	 Selection and separation: The subsequent filtration and cat-
egorization processes were then executed. Ancillary infor-
mation for the collection was eliminated. The collected files 
were dismembered into the different types of entities de-
scribed in their content, which, in this study, are referred to 
as “payloads.”

3.	 Transformation and connection: Adaptations and validations 
were generated, as well as the establishment of relation-
ships with records from other sources. A record obtained 
from source A exhibited a shared attribute with a record 
from source B, thereby enabling the establishment of a link 
between the two with a certain degree of reliability. The in-
tegration of the other record attributes resulted in the for-
mation of a comprehensive, unified record. The process of 
duplication was eradicated.

4.	 Organization, classification, and indexing: The data that under-
went classification served as the foundation for construct-
ing search interfaces, web services, and visualization pan-
els. The retrieval process involved the use of search facets in 
unstructured textual fields, encompassing full text, through 
actions such as tokenization and stemming.
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5.	 Retrieval and visualization: The indicators were developed 
to facilitate the visualization of these metrics on the dash-
boards. The utilization of visualization tools resulted in 
the generation of collaboration networks, geospatial data, 
time series, and dynamic tabulation schemes. The semantic 
model employed in this study adhered to international stan-
dards. These systems were found to be compatible with those 
employed in other countries to achieve advanced levels of 
interoperability.

3	 Results

The results of the study are derived from the information sources 
outlined in the methodological framework. The SQL extractions 
used to identify journal priorities by the Brazilian graduate sys-
tem were as follows:

3.1	 Sucupira Platform to identify the journals 
and the potential of their indicators

SELECT *
FROM (
SELECT sources.abbreviated_title, sources.alternate_titles, 

sources.apc_prices, sources.apc_usd, sources.cited_by_
count, sources.country_code, sources.counts_by_year, 
sources.created_date, sources.display_name, sources.
homepage_url, sources.host_organization, sources.host_
organization_lineage, sources.host_organization_name, 
sources.id, sources.ids, sources.is_in_doaj, sources.is_oa, 
sources.issn_l, sources.publisher, sources.publisher_id, 
sources.societies, sources.summary_stats, sources.type, 
sources.updated_date, sources.works_api_url, sources.
works_count, sources.x_concepts, qualis.issn, qualis.titu-
lo, qualis.area_avaliacao, qualis.estrato

 FROM laguna.sources, laguna.qualis
 WHERE sources.type = ‘journal’
 AND array_contains(sources.issn, qualis.issn)
 ) LIMIT 5



Structuring a data lake for the management of scientific information in Brazil | 129

3.2	 Google Metrics to identify scientific 
journals’ h5 mean and median

root
 |	���title: string (nullable = true)
 |	���issn: string (nullable = true)
 |	���doi_example: string (nullable = true)
 |	���title_gsm_2022: string (nullable = true)
 |	���h5_2022: string (nullable = true)
 |	���med_h5_2022: string (nullable = true)
 |	���url_2022: string (nullable = true)
 |	���title_gsm_2021: string (nullable = true)
 |	���h5_2021: string (nullable = true)
 |	���med_h5_2021: string (nullable = true)
 |	���url_2021: string (nullable = true)
 |	���title_gsm_2020: string (nullable = true)
 |	���h5_2020: string (nullable = true)
 |	���med_h5_2020: string (nullable = true)
 |	���url_2020: string (nullable = true)
 |	���title_gsm_2019: string (nullable = true)
 |	���h5_2019: string (nullable = true)
 |	���med_h5_2019: string (nullable = true)
 |	���url_2019: string (nullable = true)
 |	���title_gsm_2018: string (nullable = true)
 |	���h5_2018: integer (nullable = true)
 |	���med_h5_2018: integer (nullable = true)
 |	���url_2018: string (nullable = true)
 |	���title_gsm_2017: string (nullable = true)
 |	���h5_2017: string (nullable = true)
 |	���med_h5_2017: string (nullable = true)
 |	���url_2017: string (nullable = true)
 |	���title_gsm_2016: string (nullable = true)
 |	���h5_2016: string (nullable = true)
 |	���med_h5_2016: string (nullable = true)
 |	���url_2016: string (nullable = true)
 |	���title_gsm_2015: string (nullable = true)
 |	���h5_2015: string (nullable = true)
 |	���med_h5_2015: string (nullable = true)
 |	���url_2015: string (nullable = true)
 |	���title_gsm_2014: string (nullable = true)
 |	���h5_2014: string (nullable = true)
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 |	���med_h5_2014: string (nullable = true)
 |	���url_2014: string (nullable = true)
 |	���title_gsm_2013: string (nullable = true)
 |	���h5_2013: string (nullable = true)
 |	���med_h5_2013: string (nullable = true)
 |	���url_2013: string (nullable = true)

3.3	 OpenAlex to identify annual, 2-year, i10, and APC payments

root
 |	���display_name: string (nullable = true)
 |	���issn: string (nullable = false)
 |	���issn_l: string (nullable = true)
 |	���2yr_mean_citedness: double (nullable = true)
 |	���h_index: long (nullable = true)
 |	���i10_index: long (nullable = true)
 |	���currency: string (nullable = false)
 |	���price: string (nullable = false)
 |	���apc_usd: long (nullable = true)
 |	���country_code: string (nullable = true)

With regard to the other databases, data recovery is achieved 
through extraction in CSV or JSON. As the primary source of in-
formation, we have OpenAlex, which is developing a journal rec-
ommendation system within BrCris, the final expression of the 
scientific index process. Given the substantial volume of data, we 
have implemented a data transformation process with Laguna, 
whereby we extract the raw data from their various sources and 
subsequently integrate them into BrCris. This approach was ad-
opted to ascertain the most pertinent journals in the field. For in-
stance, in the context of searching for a subject within the domain 
of journals (bibliometrics), there is often a multitude of varia-
tions in titles, which can pose a significant challenge. The Laguna 
mechanism facilitates this process, particularly through the in-
corporation of indicator options that are integrated into the sys-
tem. Suppose that the search came up with 10 journal titles, such as 
Em Questão, Informação & Sociedade: Estudos, Perspectivas em Ciência 
da Informação, Encontros Bibli: Revista Eletrônica de Biblioteconomia 
e Ciência da Informação, Transinformação, Movimiento, Revista de 
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Pesquisa Cuidado é Fundamental Online, AtoZ: Novas Práticas em 
Informaçãoo e Conhecimento, Ciência e Saude Coletiva, and Revista de 
Saúde Pública, and we need to know which one has the most publi-
cations on the subject. Subsequently, these metrics can be utilized 
in decision-making processes, with considerations given to the h5 
mean or median, APC, and response time from the submission of 
the article to the receipt of an acceptance or rejection. The indices, 
which have been completed by Laguna and subsequently migrat-
ed to BrCris, can assist in determining a recommendation system. 
In the context of a system for journals, this technology can be uti-
lized by editors to enhance the indexing of their periodicals. With 
regard to technological systems, such as patents, there is poten-
tial for enhanced accessibility for scientists.

The crux of the issue with the Laguna system is the absence 
of data transformation metrics, as the data are derived directly 
from the original sources. However, certain components of these 
sources are utilized, leading to the observed limitations. For in-
stance, in the context of OpenAlex, the system has already devel-
oped a subset of the relevant metrics. The proposed solution in-
volves the incorporation of recommendation systems. The study 
utilizes data from Google Scholar Metrics and the quality system 
of the Sucupira Platform. The ultimate objective of this study is 
to create indicators with the data recovered from information 
sources of magazines, theses, patents, and editorial content:

•	 Scientific production: We have some indices that can be 
managed, such as: (1) response time from submission to 
publication, (2) average H-5, (3) median H-5, (4) publica-
tion rate, (5) journal editorial committee—national or in-
ternational, (6) inbreeding for Brazilian journals, and (7) 
languages of publication.

•	 Theses: We have the indices of (1) genealogy up to 11 levels, 
(2) regional orientation, (3) parents scientifically, (4) sub-
ject matter experts in guidance, and (5) thematic special-
ists in position shares.

•	 Patents: We can look at the system by (1) citations received, 
(2) quotes made, (3) concession and renewal, (4) patent 
family, (5) triadic, and (6) classification.
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•	 Editorial systems: We have: (1) average H-5, (2) median 
H-5, (3) degree of endogamy, (4) production of doctors, (5) 
production of teachers, and (6) APC billing.

The visualization of this data is represented by priority indices 
within the BrCris dashboard, which is the output of all these 
indicators.

3.4	 Scientific journal

First, the records of scientific journals were cross-referenced 
using data extracted from OpenAlex and part of the contents of 
the Sucupira Platform, which is related to the Brazilian journal 
evaluation system Qualis/Capes. The enriched set of journal data 
was integrated into the BrCris platform, rendering it accessible 
for consultation and data visualization via a file. The file desig-
nates the journals as A1, A2, A3, A4, B1, B2, B3, B4, and C, thereby 
assigning them importance commensurate with that of the afore-
mentioned journals. Figure 2 illustrates the distribution of jour-
nal classification strata within the Qualis system.

Figure 2.	 Dashboard of the journals in BrCris. Source. 
https://brcris.ibict.br/vivo/revistas.
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3.5	 Open-access data crossing

A cross-referencing process was conducted between data from 
OpenAlex and DOAJ and data from journals evaluated in the 
Qualis/Capes system. The variables that were identified during 
the course of this study included the percentage of open-access 
journals and the cost of APC by stratum and evaluation area. This 
dataset represents the initial phase of a cost foresight project 
that aims to develop a model of transformative agreements for 
Brazilian scientific production. A set of journals was selected for 
this study, and five impact indicators were previously calculated 
using data from open platforms. The indicators employed in this 
study include the 2yr_mean_citedness (average citations per arti-
cle in 2 years), the h-index, and the i10 index, which were extract-
ed from OpenAlex. Additionally, the h5 index and the h5 median 
were retrieved from Google Scholar Metrics. Subsequently, data 
analysis from open-access journals was carried out by cross-ref-
erencing data between the Sucupira, DOAJ, and OpenAlex plat-
forms. The percentage of open access and the price of APC rates 
of the journals evaluated in Qualis/Capes (2017–2020) were 
identified, and the final data were quantified by stratum and 
evaluation area (Witt & Silva, 2022). Table 1 presents the mean 
APC price of journals by Qualis evaluation stratum. It has been 
observed that the APC price is elevated in journals of stratum A, 
particularly in stratum A1, which predominantly encompasses 
journals of heightened prestige and scientific rigor.

Table 1.	 APC  price of Qualis journals by evaluation stratum.

Qualis evaluation stratum Average price of APC  (USD)
A1 3,403.66
A2 1,970.80
A3 1,834.80
A4 1,339.99
B1 849.38
B2 942.09
B3 1,264.95
B4 714.58
C 1,358.25
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Table 2.	 Presents the mean APC  price of journals 
by Qualis evaluation area.

Evaluation areas Average price of APC  (USD)

Anthropology/Archeology 2,675.68
Astronomy/Physics 2,669.72
Biological Sciences II 2,564.35
Materials 2,552.01
Computation Science 2,551.37
Biological Sciences III 2,547.07
Biological Sciences I 2,546.87
Engineering IV 2,518.90
Chemical 2,503.10
Political Science and International Relations 2,493.76
Engineering III 2,490.44
Mathematics/Probability and Statistics 2,490.40
Pharmacy 2,478.94
Engineering II 2,477.49
Medicine I 2,465.79
Medicine II 2,458.12
Medicine III 2,451.72
Architecture, Urbanism, and Design 2,444.74
Economy 2,422.27
Engineering I 2,392.18
Collective Health 2,370.94
Biotechnology 2,356.84
Interdisciplinary 2,355.33
Psychology 2,344.39
Public and Business Administration 2,305.44
Physical Education 2,300.72
Geosciences 2,287.76
Nutrition 2,260.39
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Evaluation areas Average price of APC  (USD)

Biodiversity 2,249.48
Food Science 2,236.70
Sociology 2,221.95
Art 2,217.97
Veterinary Medicine 2,217.24
Dentistry 2,206.19
Agricultural Sciences I 2,197.00
Geography 2,194.22
Law 2,187.16
Nursing 2,184.24
Communication and Information 2,166.03
Environmental Sciences 2,162.37
Linguistics and Literature 2,118.91
Teaching 2,041.29
History 2,018.79
Zootechnism/Fishing Resources 2,000.49
Urban and Region Planning/Demography 1,871.05
Philosophy 1,808.08
Education 1,780.46
Sciences of Religion and Theology 1,719.75
Social Service 1,232.25

The observation revealed that the average price of APCs was no-
tably higher in journals within the domains of Exact and Natural 
Sciences, Engineering, and Technology. Conversely, in the Human 
Sciences, Social Sciences, and Arts, the APC cost of journals is 
lower. Furthermore, a cross-referencing process was conduct-
ed between the h5 index of Google Scholar Metrics, OpenAIRE, 
and DOAJ. The initial dataset, pertaining to journals indexed in 
OpenAIRE, encompasses 15,366 titles, and the distribution of their 
h5-index values is illustrated in Figure 3.
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Figure 3.	 H5 index of journals indexed in OpenAIRE.

The second set included 9,722 open-access journals indexed in 
DOAJ (Vilas Boas et al., 2023), with ranges of h5-index values 
described in Figure 4. These data can be used to prepare studies 
on open access and transformative agreements in Brazil, as well 
as possible activities to be carried out in the project’s subsequent 
phases.

Figure 4.	 H5 index of journals indexed in DOAJ.
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3.6	 Author disambiguation

A significant challenge in the management of extensive collec-
tions of academic and scientific records pertains to the process of 
name disambiguation. To address this challenge, OpenAlex data 
are being integrated with the Lattes Platform, a Brazilian data-
base that contains researchers’ CVs (Mascarenhas et al., 2021). In 
the initial data cross-reference, approximately 100,000 authors 
with ORCID records in both sources were identified and extracted. 
This process facilitates the validation of author records and the 
expansion of the collaboration networks presented in BrCris, as 
illustrated in Figure 5.

Figure 5.	 Semantic visualization of authors in BrCris.
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3.7	 Data crossing by DOI

Finally, OpenAlex data were extracted from nearly 5 million pa-
pers registered with DOIs in Lattes syllabi. The objective of this 
study was to analyze the existing data in order to identify a sys-
tem of citations and cited references. The analysis entailed the 
identification of several key elements, including cross-citations 
of editors, the impact of journal citations, and the academic 
development of certain institutions within high-impact jour-
nals. The release of AWS credits from the call of the National 
Council for Scientific and Technological Development (CNPq, in 
Portuguese) initiated the training of project team members to 
configure Laguna’s cloud infrastructure. The Laguna data were 
subsequently uploaded to the cloud server, and testing com-
menced using AWS processing and analysis tools. Among the 
tests carried out, the SageMaker notebook demonstrated a nota-
ble performance. This is a tool for developing machine learning 
models. The efficacy of the tool was ascertained through a cita-
tion analysis model that focused on scientific journals (Figure 6) 
and the subsequent generation of a network (Figure 7).

Figure 6.	 Figure 6. Test of the scientific journal citation analysis model.
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Figure 7.	 Network generated in testing the scientific 
journal citation analysis model.

4	 ConclusionS

In this study, we constructed the attributes constructor and pro-
ceeded to formulate a data lake model. The objectives that were 
previously outlined have been met, and the data serve as the 
foundation for the BrCris. The data lake is utilized for the pro-
cessing of substantial datasets, encompassing both rationing 
and metrics. The development of certain APIs facilitated the ex-
traction process. Consequently, the development of recommen-
dation systems and the visualization of information in graph 
models and analytical graphs have become a reality. These initial 
findings may serve as a foundation for the development of novel 
research opportunities in the field of Brazilian ecosystems. The 
subsequent dataset is anticipated to be more extensive and dy-
namic, incorporating artificial intelligence and machine learn-
ing to facilitate the automated processing and indexing of data 
for aggregation within the BrCris framework. In contemplating 
the imminent future, it is anticipated that this technology will 
facilitate the generation and organization of data, thereby en-
abling the expeditious acquisition of information essential for 
effective decision-making. This initiative will be expanded to 
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encompass a broader range of disciplines, including patent data, 
technical production, and other scientific information types. The 
advantage of BrCris is that, regrettably, it is incapable of process-
ing a significant amount of data, a capability that is possessed 
by Laguna. This phenomenon can be attributed to the fact that 
the systems in question—both hardware and software—were de-
signed with this specific purpose in mind. The system is equipped 
with an AWS account, which facilitates the hosting of data across 
all levels. The Laguna serves to unify data in Brazilian science and 
technology, given that suppliers and services employ divergent 
methods. The primary function of the data lake is to develop the 
harmony of these data, a flexible model, and real-time machine 
learning. This approach ensures the accessibility and currency of 
the data, facilitating compatibility across a range of platforms, 
systems, programs, and tools.
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Abstract

This study proposed a methodology for identifying deputies with 
the potential to establish a more effective articulation between 
disparate ideological blocs within a legislative body. This ap-
proach was predicated on network analysis. The network under 
consideration had, as its core, vote agreement among deputies, 
from which three metrics were calculated: bridge coefficient, be-
tweenness centrality, and bridge centrality. Following a thorough 
descriptive and statistical analysis of the metrics in question, the 
10 deputies with the most bridge centrality were identified. Bridge 
centrality was a metric that combined global structural influence 
with the connection between local communities. The study prof-
fered a replicable methodology for identifying, solely on the basis 
of network structure, agents with a propensity to function as me-
diators in contexts of political fragmentation. This identification 
was a critical component of research focused on governability, 
the formation of coalitions, and the mediation of conflicts within 
multiparty systems.
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1	 Introduction

It is evident that the phenomenon of polarization has become a 
pervasive element in contemporary political discourse, exerting 
its influence across diverse national contexts. This trend is evi-
dent not only in formal parliamentary proceedings but also in 
the realm of social media interactions, underscoring its profound 
impact on the political landscape. The escalation of antagonis-
tic discourses has led to a marked increase in the divide between 
groups with diametrically opposed viewpoints, a phenomenon 
that is often exacerbated by disinformation mechanisms and 
informational bubbles. The political landscape, once charac-
terized by the use of dialogue and negotiation, transitioned to a 
model of confrontation. The empirical perception of an increase 
in polarization has been methodologically diagnosed in several 
scientific papers. A research study based on data extracted from 
the group of rounds from 2002 to 2018 of the Brazilian Electoral 
Study (ESEB) affirms that there is an increase in affective polar-
ization in Brazil. This intensification of affective polarization 
became more pronounced in relation to leaders with clearer 
outlines as of 2018 (Fuks & Marques, 2022). In an environment 
characterized by political animosity, the identification of legis-
lative actors who function as conduits between opposing ideolog-
ical factions becomes a particularly salient issue. Deputies who 
possess the capacity to navigate between polarized groups often 
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serve as consensus builders, a role that is particularly essential 
in the context of legislative proposals that face challenges due to 
a lack of cross-party cooperation. The application of a moderate 
influence in the context of debates has the potential to facilitate 
the emergence of dialogue, even in the presence of significant po-
litical fragmentation. It has been posited that the recognition of 
these profiles may serve to enhance democratic deliberation and 
facilitate the overcoming of institutional impediments. Therefore, 
ascertaining the identity of these deputies emerges as a viable 
strategy to enhance the effectiveness and representation of the 
legislative process. Once identified, these individuals will be the 
primary targets in the effort to make the necessary talks viable.

The Brazilian legislative power offers a particularly fertile 
environment for this type of investigation, given its party plurali-
ty and the recurrent ideological fragmentation between deputies. 
According to Oliveira (2023), Brazil has been identified as the sec-
ond most politically unstable nation, a typical case of high polit-
ical fragmentation characterized by an absurd number of effec-
tive parties in its system. The legislative dynamics in Brazil are 
characterized by unstable coalitions, complex negotiations, and 
frequent reconfigurations in political alliances. This environment 
renders the actions of deputies capable of transiting between dif-
ferent ideological spectra even more challenging—as well as cru-
cial. The Brazilian Legislative Branch can be regarded not only as 
an object of analysis but also as a strategic field of study to under-
stand political mediation in polarized democracies. In this polar-
ized fragmentation scenario, the deputies must act in concert to 
achieve a desired political objective, such as the approval of a law. 
To this end, they articulate, gather votes, persuade each other to 
vote, collaborate, and act as a cohesive group. This characteriza-
tion enables the classification of this group of actors and their 
connections as an ideal raw material for social media analysis, 
the materialization of which may be implemented by the mathe-
matical instrument known as a graph. Robins (2015) delineates a 
set of six compelling reasons for the incorporation of networks in 
the realm of social science research. Two of them, in particular, 
are the reasons that led to the selection of this theoretical basis 
for this study:

•	 First reason: The researcher wishes to study how individ-
uals affect social structure.
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•	 Second reason: If the individuals in certain social posi-
tions have different individual results.

The primary rationale pertains to the investigative scope of this 
study, as it is imperative to comprehend the legislative social 
structure and its interaction with the individual conduct of dep-
uties to achieve the stipulated objective. The second reason is also 
pertinent, as it is of interest for the research to ascertain wheth-
er deputies occupying certain positions in the network are actors 
with the potential to collaborate in obtaining greater consensus. 
The objective of this study is to propose a methodology, ground-
ed in social media analysis techniques, to identify deputies who 
serve as mediators between disparate ideological factions in the 
Brazilian Legislative Branch. The objective is to model parliamen-
tary interactions as a network represented by a weighted, undi-
rected graph. The purpose is to highlight actors whose structural 
positions turn them into individuals capable of establishing con-
nections between distinct ideological communities. The utiliza-
tion of enduring agreements predicated on votes has enabled the 
development of metrics that comprehensively gauge the capacity 
of intermediation and articulation among polarized groups. This 
analytical contribution aims to foster a more profound compre-
hension of public dynamics and identify potential cooperation 
agents in contexts marked by high fragmentation.

While the empirical focus of this study is the Brazilian 
Legislative Branch, the methodology adopted is of a general na-
ture, allowing for application to any legislative system of demo-
cratic countries in which parliament maintains autonomy in the 
execution of its legislative functions. The proposed methods are 
not contingent upon specific institutional particularities, thereby 
enabling their adaptation to diverse national contexts. The an-
alytical possibility is, therefore, valid in multiple representative 
democracies. The objective of this study is twofold: first, to un-
derstand a national reality, and second, to offer a methodological 
replicable tool to different nations.

1.1	 Review of literature

To identify the deputies who intermediate dialogues, it is nec-
essary to understand them while also recognizing the network 
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actors that facilitate the flow of information between opposing 
groups. In the context of social media analysis, these actors are 
often identified through a specific metric: bridge centrality. This 
index quantifies the frequency with which an actor serves as 
an intermediary in the communication between other actors. It 
has been demonstrated that the extent to which an actor occu-
pies a central position in the network of relationships among 
their peers is directly proportional to their influence in facilitat-
ing dialogue. First and foremost, it is necessary to establish the 
formal-theoretical basis of the bridge centrality metric. To that 
end, the following more basic concepts must be presented: degree 
of a node, betweenness centrality, and bridge coefficient. These 
concepts will be scrutinized as follows. One of the most essential 
concepts in graph theory, the degree of a node, is employed to cal-
culate other metrics of a more complex nature. As elucidated by 
Caldarelli (2007), the degree of a node is defined as the quantity 
of edges connected to it. It is further clarified that the sum of all 
the degrees in a graph is equivalent to the number of its edges 
multiplied by two. This phenomenon occurs because each bond 
contributes twice in the degree counting process. Specifically, 
each bond contributes one unit for each of the vertices to which 
it connects. Given an adjacency matrix A(n,n), the degree can be 
calculated through Equation (1).

Equation 1	 di = ai,jΣ
j=1,n

In turn, betweenness centrality is a measure of the global impor-
tance of a node that assesses the proportion of the shortest paths 
between all pairs of nodes that pass through the node of inter-
est. According to Newman (2010), considering as the number of 
shorter paths between the vertices s and t that go through v and 
considering gst as the total number of shorter paths from s to t, 
the betweenness centrality CB of the v node in a general network 
is expressed by Equation (2).

Equation 2	 CB(v) = nv

gstΣ
st

st
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The mathematical model under consideration posits that be-
tween two nodes s and t, there may exist multiple paths of equal 
length, in addition to the single shortest path. In essence, the be-
tweenness centrality of a node is the ratio of all shorter paths 
passing through that node. Hwang et al. (2006) have presented a 
semantic parallel that is intended to facilitate comprehension of 
the bridge coefficient. In the aforementioned article, the authors 
present a network as a simple electric circuit in which electrical 
current bottlenecks occur at the shorter degree edges. This phe-
nomenon can be attributed to the reduced number of bonds in 
these nodes, resulting in a lower frequency of exits compared to 
higher-degree nodes. If the increase of a degree opens pathways 
for the flow, then its inverse would be some sort of “resistance,” 
an obstacle to the course of information. Therefore, the bridge 
coefficient can be regarded as the underlying factor contributing 
to the observed resistance of a node to the sum of its neighbors’ 
resistance. These regions, distinguished by their distinctiveness 
and dense connectivity, are linked by high-degree vertices, there-
by facilitating the dissemination of information among groups. 
The bridge coefficient calculation BC of a v node is defined by 
Hwang et al. (2006) according to Equation (3).

Equation 3	 Bc(v) = d(v)-1

d(i)
1ΣiЄN(v)

where d(v)−1 is the inverse of the degree of node v, and N(v) is the 
set of neighbors of node v.

It is evident that each of the components of the aforemen-
tioned trio of metrics possesses characteristics that delineate 
them as either local or global. While the “bridge degree” and “co-
efficient” are metrics local to the node, the “betweenness centrali-
ty” exhibits a more global relationship with the node. These char-
acteristics support the hypothesis that the research’s exploratory 
intention would be met by the deputies who serve as a bridge 
between different political communities within the Legislative 
Branch. Therefore, the research should not consider only the in-
dividual characteristics or the close political surrounding’s char-
acteristics, but also the global ones, from the political network to 
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which it belongs. To reunite both characteristics, the most ade-
quate procedure was to adopt the metric named by the literature 
as “bridge centrality,” whose value may characterize a vertex 
as a bridge node: a graph vertex situated between modules (or 
groups) that connect densely connected components. The value of 
this metric is obtained by multiplying the betweenness centrali-
ty by the bridge coefficient. This calculation considers both local 
characteristics stemming from the bridge coefficient and related 
to the node degree in relation to its neighbors, as well as global 
characteristics stemming from the betweenness centrality, which 
considers paths in a general manner. Specifically, the bridge cen-
trality Cp (v) for the node of interest v is defined by Equation (4).

Equation 4	 Cp(v) = Cb(v) × Bc (v)

2	 Methodology

The research was conducted using a mixed approach, incorporat-
ing methods from both quantitative and qualitative perspectives 
in a non-exclusionary, complementary manner. Consequently, 
both numeric and descriptive data were utilized to provide a 
more comprehensive understanding of the phenomenon under 
study. The initial stage entailed data collection, mathematical 
formulation, and network creation. An exclusion criterion was 
devised for circumstantial concordances, and the bridge central-
ity calculation was executed. Finally, the deputies who exhibited 
the highest values for this metric were identified as the primary 
dialoguing actors of the House of Representatives for the year 
2022, a year that was adopted by convention.

2.1	 Data collection

To conduct the studies, the research team obtained the open data 
of the House of Representatives from the aforementioned insti-
tution’s website (Câmara dos Deputados, 2023). The data were 
available in groups named thematic collections. However, only 
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components of these records have been utilized in the research, 
namely deputies, ballots, and votes. A deputy is a representative 
elected by the people to exercise legislative mandate in a parlia-
ment, with the function of proposing, debating, and voting laws. 
The House of Representatives has a predetermined schedule that 
includes the matter of voting. As a formal procedure integral to 
the functions of the Legislative Branch, it is a process through 
which congressmen formally articulate their positions on vari-
ous legislative proposals, including bills (law projects), amend-
ments, and parliamentary motions. This event functions as a de-
liberative and decision-making mechanism within the scope of 
the branch. In the legislative context, voting signifies the individ-
ual expression of the parliament, which is executed during the 
act of casting a vote. This act is political and deliberative in na-
ture, signifying agreement, disagreement, or abstention regard-
ing a particular matter. Each vote contributes to the formation 
of the collective result of voting and reflects ideological, partisan, 
or strategic positioning. For the purposes of this research, a tem-
poral window of one voting year and votes has been selected for 
the application of the data. The selected year was 2022. The data 
obtained are listed in Table 1.

Table 1.	 List of data used in the research and URL  for 
obtaining said data. Note. Drafted by the authors.

Data description Source of data acquisition

Table of deputies https://dadosabertos.camara.leg.br/arqui-
vos/deputados/xlsx/deputados.xlsx

Votes (year: 2022) https://dadosabertos.camara.leg.br/arqui-
vos/votacoes/xlsx/votacoes-2022.xlsx

Voting table (year: 2022) https://dadosabertos.camara.leg.br/arquivos/
votacoesVotos/xlsx/votacoesVotos-2022.xlsx

The concordance network under scrutiny in this study has been 
methodologically constructed using the three data sources pre-
sented above, as demonstrated in the following formalizations.
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2.2	 Mathematical formalization of the concordance network

From a methodological perspective, the establishment of a leg-
islative social network, represented by a graph, necessitated the 
prior establishment of rules that govern the creation of vertices 
and edges. Each deputy has been represented by a vertex con-
taining minimal data, such as a unique identification, name, and 
party affiliation. With respect to the edges’ structures, their cre-
ation expressed the strength of concordance between two depu-
ties (vertices). Upon participating in voting and sharing opinions 
through their votes, concerning any matter and intending to ap-
prove it (through “yes”) or reject it (through “no”), those two con-
gressmen may agree (through similar votes) or disagree (through 
different votes). The magnitude of the edge bonding between any 
two A and B deputies is directly proportional to the number of 
agreeing votes between them, as this results in greater proximity 
and interconnectedness between the deputies. This definition is 
part of the methodological conventions and seeks to contribute 
to the identification of the communities through metrics in lat-
er stages. Given that for each pair of identical votes of agreeing 
deputies, the edge that unites them receives the sum of one con-
cordance unit (+1), the configuration necessitates the implemen-
tation of a weighted graph, with the weight attribute obligato-
rily linked to the edges. Furthermore, given that concordance is 
mutual and has no direction, the ideal graph is also undirected. 
The network structure can be formalized with support from Set 
Theory. Let D be the set of deputies, defined as: D = {d1, d2, d3, …, 
dn}. Let V be the set of votings: V = {v1, v2, v3, …, vn}. Let R be the set 
of votes, where each element is a triple (di, vn, vote), representing 
that the deputy di has voted in voting vn. To consider the similar-
ity between votes, we need to form unordered pairs of different 
deputies. Formally, the set of unordered pairs {di, dj}, where di ≠ 
dj, is defined as Equation (5).

Equation 5	 D'= { { di, dj } | di , dj Є D and di ≠ dj }

It is imperative to note that the set {di, dj} is being considered, and 
consequently, {di, dj} = {dj, di}. For each pair {di, dj} Є D’, a simi-
larity function, denoted by S, is defined as the cardinality of the 
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set. That is to say, S is the number of times that di and dj both 
voted the same way in a given vote, as illustrated in Equation (6).

Equation 6	 S(di , dj) = | {v Є V | (di , v, votei) Є R 
and (dj, v , votej) Є R / votei = votej}|

The resultant set of triples is expressed in the following format: 
(di, dj, w), where w denotes the value of similarity S(di, dj). Given 
the unordered nature of the pairs, each pair is represented only 
once according to Equation (7).

Equation 7	 T = { (di , dj ,S ( di , dj ) ) / { di , dj } Є D' }

2.3	 Circumstantial concordances versus persistent concordances

Following the establishment of the criteria for constructing the 
concordance network, it is imperative to prioritize resilient and 
enduring concordances over circumstantial ones in the analysis. 
This is due to the fact that only the former allow for the repre-
sentation of ideological or behavioral bonds among agents with 
greater accuracy and stability over time. Momentary concor-
dances, motivated by conjunctive factors or short-term specific 
interests, have the potential to distort the network’s real struc-
ture by suggesting connections that do not reflect consistent 
alignments. A network created based on persistent concordanc-
es may reveal more robust patterns of cohesion and opposition, 
facilitating the identification of ideological communities and, 
consequently, the political actors that bond them with more an-
alytical precision and longitudinal validity. In the parliamentary 
environment, the ideological alignment that endures is rooted in 
the consistent voting patterns exhibited over time. Therefore, giv-
en the configuration of the social network under consideration, 
the edges that exhibit higher relevance are those that have been 
assigned a greater weight than usual. These edges correspond 
to pairs of deputies who demonstrate consistent agreement, as 
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opposed to sporadic agreement. Conversely, when the weight is 
minimal, the exhibited bonds by the measured edges that bind 
the congressmen may have been attributable to transitional fac-
tors. The approach adopted in this study involves a simplification 
of the network, thereby facilitating the representation and inter-
pretation of the most significant interactions during the visual 
and preliminary exploratory analyses. The rationale behind this 
phenomenon is that the social media presence of congressmen 
may be intricate, characterized by numerous nodes and edges, 
which can impede the identification of pictorial patterns. By em-
phasizing stronger connections, the visual representation of the 
resulting network becomes clearer and sparser, highlighting the 
cohesive groups formed within the parliament.

To maintain only the non-circumstantial concordances, the 
research has opted to preserve only the bonds with weight above 
the median. This will result in a network that emphasizes the 
strongly cohesive groups, offering a clearer and more objective 
view of the support relationships between pairs of deputies with 
similar ideological affinities. The maintenance of these stronger 
connections can be formulated mathematically as follows: sup-
pose that D is the set of all the deputies represented in the net-
work by vertices and that E is the set of edges, where each edge 
e(di, dj) connects a pair of deputies di and dj. The weight w(e) of 
each set is defined as the sum of the concordance units between 
the deputies who are connected by the edge. Let be the median 
of the weight values w(e) for all edges in the set E. Accordingly, 
we define the subgraph G as the set of all vertices D and edges 
E’, where the weight of each edge e’ is greater than according to 
Equation (8).

Equation 8	 G = { e → E | w(e) > Wmedian }
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3	 Results

3.1	 General characterization of the network 
built based on the methodology

As delineated in the methodology, only enduring and non-cir-
cumstantial concordances have been retained. The median of the 
edge weights was subsequently calculated, and the edges with a 
lower or equal median weight were excluded. As illustrated in 
Table 2, the median value, the quantity of excluded edges, and 
the number of edges that remained subsequent to the exclusion 
of circumstantial concordances are indicated.

Table 2.	 Number of edges and vertices after the exclusion of 
circumstantial concordances. Note. Based on data from 
the House of Representatives, processed by the authors.

Edges Vertices Median of weights 
(agreements)

Edges after 
deletion

Vertices after 
deletion

152,464 554 153 75,854 501

3.2	 Plotting the network as a graph

The network plotting algorithm employed a directed force that 
was oriented in opposition to the plotting space communities that 
were ideologically opposed. Finally, the side and color of the ver-
tices have been linked to the “bridge centrality.” As demonstrated 
in Figure 1, larger and more pronounced vertices possess a higher 
metric value.
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Figure 1.	 Plotting of the concordance network prepared following 
the methodology. Note. Drafted by the authors.

3.3	 Descriptive statistics of the network’s metrics

As illustrated in Table 3, the measures of centrality and disper-
sion have been calculated for the nodes of the congressmen’s 
social network. This offers a statistical characterization of the 
metrics network’s distributions. The following central tendency 
values are included: the average and the median. The following 
dispersion values are included: the standard deviation, the first 
and third quartiles. The following forms are included: the asym-
metry and the kurtosis for the betweenness centrality, the bridge 
coefficient, and the bridge centrality.
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Table 3.	 Measures of centrality and dispersion of the 
congressmen’s vertices. Note. Drafted by the authors

Betweenness 
centrality

Bridge 
coefficient

Bridge 
centrality

Average 9.86275E−04 4.2986E−03 4.28418E−06

Median 2.4048E−04 4.1901E−03 1.0162E−06

Standard deviation 3.4901E−03 1.6735E−03 1.44275E−05

Minimum 0 2.3360E−05 0

Maximum 6.2152E−02 1.1556E−02 2.3662E−04

First quartile 8.81764E−05 3.2124E−03 3.2020E−07

Third quartile 6.7468E−04 5.4053E−03 2.8325E−06

Asymmetry 12.4510 2.4778E−01 10.5183

Kurtosis 197.0113 1.023463238 145.3964

3.4	 Distribution of the centrality metrics

The graphical analysis of centrality facilitates the identification 
of the distribution of values among congressmen and the reflec-
tion of network structural imbalances. For each metric, a his-
togram is presented, which shows the density of the frequency 
of values. A boxplot is also presented, which evidences medians, 
quartiles, and outliers. The histogram of the bridge coefficient 
reveals a relatively symmetric distribution, with slight positive 
asymmetry, as illustrated in Figure 2.
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Figure 2.	 Distribution of frequency of the bridging 
coefficient. Note. Drafted by the authors.

The majority of the congressmen present exhibited values that 
approximate the mean, suggesting a less pronounced concentra-
tion of data in extremes. The boxplot graphic of the bridge coef-
ficient confirms the presence of a moderate dispersion pattern, 
exhibiting minimal outliers, as illustrated in Figure 3.

Figure 3.	 Boxplot of the bridging coefficient. 
Note. Drafted by the authors.

The linear scale employed in Figure 3 is adequate for effectively 
depicting the distribution, thereby reinforcing the homogene-
ity associated with this metric. Conversely, the histogram of be-
tweenness centrality demonstrates pronounced asymmetry to-
ward the right, with the majority of values concentrated around 
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zero and only a few instances exhibiting notably high values, as 
illustrated in Figure 4.

Figure 4.	 Distribution of betweenness centrality. 
Note. Drafted by the authors.

This finding suggests that a significant proportion of congress-
men do not occupy intermediary positions within the network. 
The betweenness centrality boxplot, with logarithmic scale, high-
lights a significant number of outliers above the third quartile, 
thereby reinforcing the concentration of the global centrality in 
a limited number of nodes. The utilization of a logarithmic scale 
for enhanced visualization is substantiated by the dispersed dis-
tribution, as illustrated in Figure 5.

Figure 5.	 Distribution of the betweenness centrality. 
Note. Drafted by the authors.
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The distribution of bridging centrality exhibits a resemblance to 
the betweenness distribution, manifesting an accentuated asym-
metry. The values are notably concentrated close to zero, with 
few congressmen assuming very high values, as illustrated by 
Figure 6.

Figure 6.	 Distribution of bridging centrality. 
Note. Drafted by the authors.

3.5	 Congressmen with greater bridge centrality

The results pertaining to the congressmen with greater bridge 
centrality are presented through their respective unique identifi-
ers, as opposed to their names, as illustrated in Table 4.

Table 4.	 Congressmen with greater bridge centrality. 
Note. Drafted by the authors.

Unique identifier of the parliamentarian Bridge centrality

204433 2.3662E−04

74467 1.0051E−04

204466 9.7352E−05

204357 9.4965E−05
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Unique identifier of the parliamentarian Bridge centrality

160976 8.2423E−05

74471 4.3305E−05

74075 4.0648E−05

73460 3.9109E−05

90201 3.4778E−05

177282 3.3930E−05

The decision to omit the congressmen’s names, replacing them 
with identifiers in Table 4, aims to redirect the analysis’s empha-
sis toward the concordance network structural properties and 
the centrality metrics themselves. This approach serves to miti-
gate potential interpretation biases that might arise from imme-
diate association with political figures. The analysis prioritized 
neutrality and objectivity, with the objective of facilitating the 
reader’s comprehension of the network’s patterns of intercon-
nection and influence, unencumbered by preconceived notions 
about the individuals involved. Readers interested in identifying 
the congressmen corresponding to the identifiers may find the 
names associated with the aforementioned identifiers in an ex-
ternal repository. The comprehensive dataset pertaining to the 
parliamentary social network, encompassing the congressmen’s 
identification numbers and their respective connections, is ac-
cessible to the public for download and reproduction. The verti-
ces and edges files, which are sufficient for reproducing the so-
cial network, have been published in .csv format (tabular data 
separated by commas) and placed in the Zenodo repository. They 
can be accessed through the following DOI: https://doi.org/10.5281/
zenodo.15791268.

4	 Discussion

The results obtained point to a significant inequality in the dis-
tribution of structural positions among the congressmen of the 
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legislative concordance network. The betweenness and bridge 
centrality metrics manifest strongly asymmetric distributions, 
with a substantial concentration of values near zero and the 
presence of outliers that are orders of magnitude greater. This 
pattern, characterized by elevated values of the high asymme-
try index (12.45 and 10.52, respectively) and an extremely elevat-
ed kurtosis (197.01 and 145.39), supports the hypothesis that most 
congressmen occupy peripheral positions in the network, while 
a small number of individuals concentrate strategic connection 
roles. These values suggest not only a pronounced rightward skew 
in distributions but also a heightened density of values proxi-
mate to the mean, accompanied by more pronounced peaks. This 
phenomenon indicates the existence of a conspicuously influ-
ential structural elite. The betweenness centrality, by definition, 
considers the number of times a node acts as a bridge in geodesic 
paths among all the peers in the network. The global nature of 
the metric renders it particularly sensitive to the wide network 
structure, thereby justifying the strong asymmetry observed. A 
paucity of nodes has been observed that structurally bond com-
munities or densely connected regions. The significant disparity 
between the mean (≈9.86 × 10-4) and the median (≈2.40 × 10-4) 
substantiates the presence of bias. Concurrently, the remarkably 
elevated kurtosis (197.01) indicates an exceptionally concentrated 
distribution, with pronounced peaks of atypical values, around 
the lower end of the spectrum. These findings suggest that the 
field of political network studies is characterized by the presence 
of influential minorities who possess high levels of articulation 
power.

In contrast, the bridge coefficient exhibited a considerably 
more symmetrical distribution (asymmetry of only 0.25) and a 
flatter distribution (kurtosis ≈1.02), suggesting a more homoge-
neous metric that is less influenced by extreme values. As it is a 
local metric, it evaluates if the direct connections of a node dis-
tribute themselves throughout different communities. Therefore, 
even congressmen who do not facilitate interactions on a global 
scale may exhibit moderate bridge coefficients if they establish 
bonds outside of their own blocs. This phenomenon elucidates the 
reduced dispersion, the approximation between the mean and the 
median, and the minimal presence of outliers. Consequently, the 
bridging centrality, which is derived from the weighted sum of its 
betweenness centrality and bridging coefficient, synthesizes both 
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local and global aspects of the network. The distribution exhibit-
ed a high degree of asymmetry (10.52) and a pronounced kurtosis 
(145.39), suggesting a significant influence of the global compo-
nent on the metric. This finding indicates that, despite the limited 
number of congressmen who exhibit both high intermediation 
and intercommunity connections, this combination is functional-
ly significant in identifying actors with the capacity to facilitate 
cross-cutting connections in contexts characterized by fragmen-
tation and political polarization. In summary, the statistical and 
topological patterns observed indicate that the legislative concor-
dance network is strongly hierarchized, with a limited number of 
congressmen occupying structural positions of intercommunity 
influence. The bridge centrality metric has been demonstrated to 
be an especially effective tool for identifying these actors, as it 
integrates both local and global structure dimensions. This ascer-
tainment is pertinent to the comprehension of the parliament’s 
internal dynamics and the development of replicable analytic 
methodologies that support studies about governability, consen-
sus, and the formation of coalitions. The ensuing sections explore 
these implications in greater detail.

5	 Conclusion

This study proposed a technical–analytical approach for the 
identification of congressmen with potential for intercommunity 
articulation in polarized legislative contexts. This approach en-
tailed the modeling of social networks based on the concordanc-
es of votes. The utilization of conventional metrics (betweenness 
centrality) and derived metrics (bridge coefficient and centrality) 
permitted the isolation of structural attributes that differentiate 
peripheral positions of nodes occupying positions of strategic 
connection. From a methodological perspective, the combined 
utilization of global and local scope metrics was considered suf-
ficient to characterize the congressmen with greater precision. 
These congressmen not only maintain bonds with different com-
munities but also play a critical role in mediating the flow of deci-
sions. The bridge centrality, upon synthesizing these dimensions, 
offers a composite metric that avoids the limits of unidimension-
al approaches and amplifies the sensitivity of structural analysis 
in political networks. Empirical evidence has demonstrated that 
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the asymmetry in the distribution of these metrics can be effec-
tively diagnosed through the utilization of histograms and box-
plots with a logarithmic scale. This approach enhances the inter-
pretability of hierarchical structures and patterns of influence 
concentration. The implementation of these procedures in par-
liamentary networks enables the deduction of institutional po-
sitions based on empirically observed connectivity patterns and 
intermediation. This study offers a methodological contribution 
to the field of computational legislative analysis by proposing a 
replicable manner of localizing, from a network structure, the 
agents with greater potential of promoting ideological crossings. 
This identification is of particular pertinence for studies of gov-
ernability, coalitions, and conflict mediation in multiparty deci-
sion environments.
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Abstract

CONTEXT. From the perspective of a nation’s technological, 
economic, and social advancement, the assessment of technical 
yield was as crucial as the evaluation of scientific yield, with a 
particular emphasis on patents that safeguarded innovations 
and disseminated knowledge. Patents, therefore, represented a 
significant repository of technological information for various 
societal sectors, serving as a catalyst for innovation. In Brazil, a 
curriculum management platform known as Currículo Lattes en-
abled researchers to document their professional, scientific, and 
technical trajectories.
OBJECTIVE. Based on Currículo Lattes, this study provided an 
overview of the patent output of researchers working in Brazil by 



Analysis of patent production in Brazil: A perspective from the Lattes platform | 167

analyzing the relationship between education level and the num-
ber of patents.
METHOD. The research was descriptive in nature and quantita-
tive in its approach, employing statistical techniques to support 
its findings. The collection and analysis of data were facilitated 
by the development and execution of a set of algorithms within a 
computational framework.
RESULTS. The primary findings indicated that patent output 
increased over time, particularly in the past 25 years, and that 
researchers with doctoral degrees constituted the predominant 
proportion of inventors, thereby substantiating the study’s hy-
potheses. Furthermore, by leveraging the mapping of patent 
output and the aggregation of open data on academic personnel 
from higher education and research institutions nationwide, it 
became feasible to conduct a comprehensive analysis of patent 
production and the collaborative dynamics that were inherent in 
each institutional context.
CONCLUSIONS. The study enabled the comprehension of the 
evolution of patent output by researchers in Brazil and the po-
tential influence of education level on inventive activity in an 
unprecedented manner. The result achieved served as an import-
ant step toward the development of strategies and policies in the 
fields of science and technology, paving the way for new studies.

KEYWORDS: patents, Brazilian inventors, technical output, education level, 
Lattes platform
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1	 Introduction

The technological, economic, and social development of a nation 
and the world is directly related to the innovation capacity of or-
ganizations, governments, and various other productive and so-
cial arrangements (Schumpeter, 1980). Indeed, innovation is the 
prevailing term in contemporary discourse; it is situated at the 
intersection of research and industry, contingent on a dynamic 
process that integrates external and internal factors (Alvares & 
Itaborahy, 2021). A variety of external factors must be considered, 
including but not limited to: competitive pressure, technology 
transfer, the necessity of network cooperation, and compliance 
with regulations. The internal factors relevant to this discussion 
are typically associated with organizational culture, resource 
management, qualified human capital, investments in research 
and development, and other relevant factors. Furthermore, it is 
imperative to prioritize the quality achieved at all levels of the 
organization, in conjunction with sustainable development. 
Innovation encompasses a range of changes, including those in 
products, processes, or services. These changes are contingent 
upon the knowledge possessed by the economic and governmen-
tal sectors concerning the market, current technologies, social 
context, and their own internal structure (Bessant & Tidd, 2009). 
This knowledge pertains to technological information, also re-
ferred to as information for industry, and has been the focus of 
recent research in various academic disciplines (Braga & Simeão, 
2018). The concept of “technological information” can be inter-
preted from multiple perspectives; therefore, there is a degree of 
variability in the literature regarding the scope of this concept. A 
definition that has been cited in numerous studies is provided by 
the International Federation for Information and Documentation 
(FID), a perspective that is further elaborated upon by Kariem 
(1990). According to FID, technological information is defined as 

“all knowledge of a technical, economic, market, managerial, so-
cial nature, etc., which, through its application, promotes prog-
ress in the form of improvement and innovation.”

This definition is adequate for the objective of this study 
because, first, it emphasizes the multifaceted nature of techno-
logical information by establishing a connection with economic 
and social development, and second, it emphasizes its central 
role in promoting innovation. Consequently, patent documents 
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are considered a primary source of technological information on 
a global scale (Barroso et al., 2009; França, 1997; Mazieri et al., 
2016; Quoniam et al., 2014). According to the World Intellectual 
Property Organization (WIPO) (2025a), a patent is defined as a 
legal instrument that is granted by the state with the purpose of 
protecting inventions within a given territory and over a given 
period. In addition, the patent system plays a significant role in 
innovation and, ultimately, in the economic and social develop-
ment of a region or country from two main perspectives, accord-
ing to Idris (2003), Pereira and Quoniam (2017), the WIPO Guide 
(WIPO, 2021), WIPO (2025a), and several other authors. On the 
one hand, the patent establishes a protection regime for the in-
vention, thereby conferring upon the inventor the right to prevent 
others from commercially exploiting the patented object. On the 
other hand, a framework is established to facilitate the recovery 
of investments made in research and development by inventors 
and organizations. Conversely, the grant of a patent necessitates 
a comprehensive and detailed disclosure of its technical content, 
thereby establishing a foundation for the development of novel 
products, processes, or services. The optimal equilibrium be-
tween these two spheres of rights—the public and private—can 
serve as a catalyst for innovation, while concurrently ensuring 
economic viability.

Given the significance of technological information, par-
ticularly that derived from patent documents, as presented, it is 
imperative for any nation to devise methods to monitor and as-
sess technical production, as indicated by patent filings. To ac-
complish this objective, it is imperative to determine the most 
suitable data source for extracting information concerning pat-
ent production within the country. In Brazil, a curriculum infor-
mation system known as Currículo Lattes was developed and is 
currently administered by the National Council for Scientific and 
Technological Development (CNPq, 2023). This system is specif-
ically designed for researchers operating within the Brazilian 
context. Currículo Lattes is a database that compiles information 
regarding the professional, scientific, and technical activities of 
researchers in Brazil. Consequently, this platform can function 
as a repository for patent production data, facilitating the iden-
tification of inventor researchers and enabling cross-references 
with other recorded data according to the researcher’s infor-
mational requirements. The information declared in Currículo 
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Lattes is fundamental for the management of scientific and tech-
nological information and for the formulation of policies that fos-
ter the country’s development in the fields of science, technology, 
and innovation (Silva & Smit, 2009). The Lattes curriculum data-
base is also regarded as a reference for the approval of funding in 
research projects and activities (Oliveira et al., 2023).

However, as will be described below, studies in the literature 
analyzing data extracted from the Currículo Lattes database fo-
cus essentially on scientific production and collaboration. It is 
important to acknowledge that the analysis of patent data and 
inventor researchers through the Lattes platform and other da-
tabases is still an emerging research area, especially in Brazil. In 
light of the aforementioned context, the objective of this study 
is to provide a descriptive portrait of patent production in the 
country, the types of patents filed, the evolution in the number of 
filings over time, the education level of the inventors, and the col-
laborations involved in inventive activity. This portrait is based 
on data extracted from Currículo Lattes. Another contribution 
of the study, derived from the results achieved, is to enable the 
analysis of patent production and collaborations among respon-
sible inventors within the context of each higher education and 
research institution through the implementation of a script. To 
this end, it is imperative to acquire a comprehensive list of the in-
stitution’s personnel, adhering to specific guidelines, to facilitate 
the creation of an institutional inventor database for any higher 
education and research institution within the nation. The subse-
quent sections delineate the fundamental principles of patents 
and Currículo Lattes, which are indispensable for comprehend-
ing the investigative findings and scholarly discourse presented 
in this study.

1.1	 Patents and inventions

As previously stated, the primary functions of a patent can be cat-
egorized as follows: first, it serves to protect the patented object, 
and second, it serves to publish the technical information that 
constitutes the invention (WIPO, 2021). In Brazil, the National 
Institute of Industrial Property (INPI, in Portuguese, 2021) rec-
ognizes two forms of invention protection within the context of 
industrial property: invention patents and utility model patents. 



Analysis of patent production in Brazil: A perspective from the Lattes platform | 171

Invention patents, as in many other countries, allow for the pro-
tection of new products or processes, that is, novel creations, and 
have a validity of 20 years counted from the patent filing date. 
Utility models are utilized to safeguard functional advancements 
or enhancements in the utilization or fabrication of particular 
practical objects, with a validity period spanning 15 years from 
the filing date. As is already known, both types of patents rep-
resent the legal instrument for protecting inventions. However, 
it is essential to distinguish the concept of patent from the con-
cept of invention. A one-to-many relationship exists between the 
concepts of patent and invention. A patent is a legal document 
that grants its proprietor the exclusive right to practice the pat-
ented invention for a limited time. However, an invention may be 
covered by more than one patent, as the same invention can be 
patented in different regions and countries. In this particular in-
stance, the invention is safeguarded by a patent family, as grant-
ed by the European Patent Office (EPO, 2017).

The concept of patent family will not be explored in depth 
here, but it is important to highlight that in Currículo Lattes, it 
is not possible to provide data on all members of a family when a 
given invention has been filed in different countries (CNPq, 2025). 
Consequently, even in instances where a family exists, typically 
only a single patent is documented in the inventor’s curriculum. 
Conversely, patent documents that cite or are cited by a given 
patent declared on the Lattes platform are also not reportable 
in the system. In other words, there is a valuable patent ecosys-
tem that cannot be identified solely through analysis of Currículo 
Lattes. This represents a notable limitation of the platform, and 
a methodology for identifying information on families, given and 
received citations, and other patent data involves the utilization 
of services furnished by international patent database plat-
forms, such as the Espacenet database (Pereira & Quoniam, 2017). 
Espacenet, an online platform maintained by the EPO, is widely 
recognized as the world’s most extensive patent database. It has 
been reported to aggregate patent data from over 100 countries 
(EPO, 2025). Currently, there are more than 150 million patent doc-
uments that are freely accessible through the interface or via the 
Web OPS (Open Patent Services) provided by the Espacenet sys-
tem. This Application Programming Interface (API) is robust and 
is available in a free version, which enables the automation of 
data extraction and analysis processes (EPO, 2025). Information 
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of a technical, bibliographic, and legal nature can be extracted 
from patent documents maintained by Espacenet.

1.2	 Currículo Lattes (Lattes curriculum platform)

As previously stated, the Lattes curriculum platform, also known 
as Currículo Lattes, is an information system that is maintained 
by CNPq (2025) for the purpose of registering and consulting 
academic, scientific, and technological data of students, facul-
ty, and researchers working in Brazil (Oliveira et al., 2023). The 
Currículo Lattes system was developed in 1999 (CNPq, 2023) and 
has been adopted as a standard consultation and analysis tool 
by the majority of funding agencies and institutions of educa-
tion, research, and technology in the country (Mena-Chalco & 
César Júnior, 2009). To comprehend the life cycle of the Lattes 
platform, one must consider the three fundamental aspects out-
lined by Lane (2010): (1) the necessity to register and measure the 
nation’s scientific activity was acknowledged, prompting the es-
tablishment of a collaborative community of federal agencies to 
design and develop the platform’s infrastructure; (2) incentives 
were devised to motivate researchers and institutions to utilize 
the curriculum database effectively; and (3) a persistent identifi-
er system, the Lattes ID, was implemented for researchers, there-
by resolving conflicts caused by individuals with homonymous 
names. Currículo Lattes is an online system that is available free 
of charge to any individual who wishes to register their curric-
ulum. To register, the user must first create an account (CNPq, 
2025). In numerous academic and scientific contexts, researchers 
are obligated to register their data and maintain updated curric-
ula (Bassoli, 2017). Consequently, in addition to its function as a 
curriculum database, Currículo Lattes serves as a substantial re-
pository of scientific and technological information (Oliveira et 
al., 2023).

Given its importance to the scientific community, recent 
studies have investigated different categories of information de-
clared in the curricula, such as activities, productions, projects, 
research lines, and fields of knowledge (Estácio et al., 2019). A 
comprehensive literature review was conducted to gather stud-
ies related to the platform’s curriculum database over the past 
20 years (from 2005 to 2025). The studies were subsequently 
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organized into three categories based on the object investigat-
ed in the Lattes platform: (1) the role of scientific networks and 
collaboration in the context of research, (2) the investigation of 
diseases and related phenomena, and (3) the analysis of data as 
a foundation for competitive and academic intelligence. The fol-
lowing studies were identified for Category 1: As indicated in the 
works of Balancieri et al. (2005), Dias et al. (2016), Dias and Moita 
(2018), Dias and Dias (2019), Dias et al. (2019), and Maruyama and 
Digiampietri (2021), the subject has been thoroughly researched. 
For Category 2, three studies have been identified: Magalhães et 
al. (2014), Sampaio et al. (2020), and Sobral et al. (2020) provide 
further insights into this phenomenon. Two studies are included 
in Category 3: Amaral et al. (2016) and Sarvo et al. (2023) provide 
further insights into this phenomenon. A substantial body of re-
search has been dedicated to the evaluation of scientific produc-
tion and collaboration in Brazil. This evaluation encompasses not 
only studies classified under Category 1, which prioritize the anal-
ysis of scientific data, but also those classified under Categories 
2 and 3. These latter studies demonstrate a connection with the 
analysis of scientific production in Brazil, primarily through the 
utilization of Lattes curriculum as a data source.

Another study related to the Lattes platform, which is 
widely cited in the literature and serves as a basis for conduct-
ing different research, is the work by Mena-Chalco and Cesar 
Junior (2009). This study delineated the developmental process 
of the scriptLattes instrument, which facilitates the automated 
extraction and compilation of bibliographic, technical, artistic 
productions, advisories, and other pertinent information from 
researchers who have registered in the Currículo Lattes database. 
Specifically in the context of evaluating the technical produc-
tion of researchers in Brazil through Currículo Lattes, only one 
study was found (Silva & Dias, 2023). This study offers the results 
of an analysis of patent production using the Lattes curriculum 
database, as well as the INPI (2021) and Espacenet (EPO, 2025) 
databases. However, the study considers only Brazilian patents 
(prefix BR), precluding the evaluation of the technical production 
declared by researchers registered in the Lattes platform in its 
entirety. Furthermore, the study by Silva and Dias (2023) does not 
demonstrate a correlation between patent production and the 
researchers’ education level. These two aspects are fundamental 
to the proposal presented herein. The Lattes platform is a system 
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that enables researchers to freely provide their data, thereby en-
suring the consistency and reliability of the data. Ensuring the 
consistency and reliability of the data is a challenge to be over-
come. This discrepancy is further substantiated in the study by 
Brito et al. (2016), which examines the organizational shortcom-
ings of information and the ambiguity surrounding guidelines 
for data filling or recovery. These problems, in general, have the 
potential to affect the accuracy, completeness, and credibility of 
data retrieval, thereby influencing the quality of the resulting in-
formation. Silva and Smit (2009) also emphasize that the plat-
form has undergone significant advancements in recent years. 
To ensure the efficacy of this role, it is imperative to enhance the 
control and validation mechanisms of the declared information. 
This enhancement is necessary to prevent any compromise in in-
formation retrieval processes through the platform.

2	 Methodology

This research employs a descriptive approach, as its objective is to 
characterize the scenario of patent production in Brazil by relat-
ing different variables in this context (Gil, 2010). To achieve this 
objective, a quantitative method was adopted, utilizing univari-
ate and multivariate statistical techniques (Creswell, 2009). This 
study pertains to the domain of patentometrics (Hammarfelt, 
2021), which aims to methodically analyze patent document 
data to discern various types of information, including techni-
cal, market-related, statistical, and others. As Nascimento and 
Speziali (2020) have demonstrated, this can contribute to re-
search, development, and innovation. The methodology can be 
organized into five steps, as illustrated in Figure 1. Steps 1–4 were 
supported by the implementation of a set of algorithms, adher-
ing to established software engineering practices (Pressman & 
Maxim, 2019). In Step 1, a comprehensive data extraction was 
conducted from the Lattes curriculum database through an API 
furnished by CNPq (2025), within the purview of an institution-
al agreement. The collection was conducted from late February 
to early March of 2025. The dataset encompasses approximately 
9 million curricula from the Lattes platform, along with 115,258 
patent records declared by researchers. In Step 2, an algorithm 
was implemented for the purposes of data cleansing, validation, 
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and deduplication, with a particular focus on the field designated 
for the storage of patent numbers, filing or publication numbers, 
as stipulated by the researcher in the curriculum. It is impera-
tive to underscore the significance of this step, as it facilitates the 
reduction of inconsistencies and noise, thereby enhancing the 
quality of the data and, in turn, ensuring greater reliability in 
the analysis and interpretation of results.

Figure 1.	 Research methodology steps. Note. Prepared by the authors.

The patent number underwent the following modifications for 
the purpose of cleaning: The stopwords were removed. These 
are special characters, spaces, and certain terms that frequent-
ly appear and are not part of the numbering; the invalid prefix-
es were removed. These are prefixes that do not correspond to a 
country prefix, and the kind codes were removed. The value of a 
kind code changes according to the patent status during its life 
cycle (published patent, granted patent, etc.). Consequently, the 
elimination of kind codes enhances the probability of identifying 
the same patent cited in the curricula of other researchers and 
locating this patent in additional databases, such as Espacenet. 
The subsequent data cleansing procedure entailed the classifica-
tion of patent numbers as either valid or invalid. A valid patent 
number is one that contains at least four sequential digits (min-
imally, from the perspective of increasing the chance of finding 
that patent in other databases). The deduplication of patent re-
cords was conducted on the basis of cleaning and validation, with 
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the patent number serving as the criterion. Consequently, the 
number of unique patents declared throughout Currículo Lattes 
reached 65,173 (from a total of 115,258 patent declarations). The 
Lattes IDs of researchers were also deduplicated, revealing that 
45,031 different curricula (researchers) declare at least one patent.

Subsequent to the deduplication of patent records, in Step 
3, the inventor researchers were mapped and their educational 
attainment was ascertained for each unique patent. The catego-
ries of degrees and credentials include the following: PhD, mas-
ter’s degree, specialist, university graduate, and other (i.e., those 
who have not received a high school diploma or whose education-
al background is not specified). Consequently, it was feasible to 
obtain the count corresponding to each education level for each 
patent. In certain curricula, the same patent was declared multi-
ple times. Consequently, the algorithm identified and disregarded 
these redundant declarations to ensure that the analysis of edu-
cation levels was as faithful as possible to the Brazilian reality. 
Step 4 entailed the execution of a script that facilitated the gener-
ation of a database comprising inventors and their collaborative 
relationships for a specified education and research institution. 
To that end, it is imperative to obtain a list of institution staff 
members in CSV format, containing at least their full names. A 
cross-reference of the data from both datasets was conducted. 
The datasets in question consist of patent records (115,258) and 
the institution staff list. The name was designated as the pivot at-
tribute in the cross-reference. For the purpose of comparison, the 
names are subjected to a series of processing steps. This process-
ing involves the removal of stopwords, as well as the normaliza-
tion of case sensitivity and diacritics. Finally, in Step 5, the data 
resulting from the preceding steps were synthesized according to 
each type of statistical analysis necessary to fulfill the study’s ob-
jectives. In this study, only general statistics from the Lattes cur-
riculum data are presented; however, given the results of Step 4, 
as described, it is possible to reproduce these statistics in specific 
contexts.

3	 Results and Discussion

The initial phenomenon investigated pertained to the temporal 
distribution of patent filings, extending from the inaugural filing 
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year documented in the Lattes curriculum (1900) to the present 
year (2025). This investigation was predicated on data from 65,173 
patents declared within 45,031 curricula. The result of this investi-
gation is presented in Figure 2. A notable aspect of the findings is 
that only one patent filing was identified for the years 1900, 1902, 
and 1923. There is also a significant 40-year gap with no patent 
records between 1923 and 1963. At this juncture, it is imperative 
to underscore that the Lattes curriculum is subject to perpetual 
refinement by researchers. Consequently, the analysis presented 
in this study is only a mere “snapshot” of the prevailing curricula 
during the data collection period. To supplement this analysis, a 
search was conducted in the Espacenet database (EPO, 2025) to 
attempt to find patents filed in Brazil (prefix BR) between 1900 
and 1963. The system returned no records. The oldest Brazilian 
patent registered in Espacenet was published in 1965. It is im-
perative to acknowledge that the Lattes curriculum comprises 
records of patents filed in Brazil and numerous other countries. 
In an initial analysis, it is estimated that 80% of the patents de-
clared in the curricula were filed in Brazil. From 2000 to 2020, the 
number of patent filings exhibited a consistent growth pattern. A 
decline was observed in 2021 and 2022 (e.g., from 2020 to 2021, the 
reduction was 16%), which may be attributable to the impact of 
the Coronavirus disease 2019 (COVID-19) pandemic. In 2023 and 
2024, the number of filings exhibited an uptick, yet it remained 
below the quantity recorded in 2020, suggesting a partial recov-
ery. The figure for 2025 is notably low, as it pertains exclusively to 
the months of January and February.

Figure 2.	 Number of patent applications over time. 
Note. Prepared by the authors.
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The ensuing analysis, as depicted in Figure 3, delves into the tem-
poral progression of patent filings across the past three decades, 
distinguishing between various patent categories, including in-
vention patents, utility models, and other types. This time frame 
was selected because the number of patents filed during this pe-
riod corresponds to approximately 97% of the total patents filed 
and declared in the Lattes curriculum. Historically, the num-
ber of invention patents has consistently exceeded that of util-
ity models, aligning with the trend observed in other countries 
that are among the 20 offices worldwide with the most patent 
filings (WIPO, 2025b). Examples of such nations include Japan, 
South Korea, India, and several European countries that have 
both forms of invention protection. From 1995 to 2020, the num-
ber of invention patents increased by more than 24-fold, while 
the number of utility models increased by 12-fold, approximately 
half of the aforementioned increase. The category designated as 

“Other” began to decrease in 2010 and was no longer reported in 
2013, a development that may be attributable to a modification in 
the manner in which the patent type is documented on the Lattes 
platform.

Figure 3.	 Patent applications by year and type over the past 
three decades. Note. Prepared by the authors.

Figure 4 presents the results of the investigation regarding patent 
production according to the inventors’ education level, also over 
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the past three decades. A close examination of the data reveals 
that PhD holders constitute the predominant proportion of indi-
viduals filing patents on the Lattes platform. In addition to the 
data presented in Figure 4, it was determined that approximately 
81% of the total patents declared in the Lattes curriculum have at 
least one PhD researcher listed as the inventor.

Figure 4.	 Patent applications by education level over the past 
three decades. Note. Prepared by the authors.

These figures indicate that the practice of patenting remains 
predominantly associated with postgraduate courses in Brazil, 
thereby substantiating the notion, as evidenced by several lit-
erature studies, that a significant proportion of patentable in-
ventions emerge from scientific endeavors. To strengthen this 
hypothesis, please refer to Table 1, which shows the quantity of 
patents that involved collaborations between researchers with 
the same and different academic backgrounds. As demonstrated 
in Table 1, in 18,467 patents, there is collaboration of at least two 
PhD researchers; in 5,633 patents, collaboration between at least 
one PhD and one master’s degree researcher occurs; and in 1,210 
patents, collaboration between at least two master’s researchers 
is present. Consequently, collaborations involving PhDs and mas-
ter’s degrees constitute 78% of all collaborations, and collectively, 
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researchers with doctoral and master’s degrees are responsible 
for 90% of all patents.

Table 1.	 Collaborations among patent inventors by 
education level. Note. Prepared by the authors.

PhD Master’s 
degree Specialist Undergraduate Other

PhD 18,467 5,633 1,113 2,271 720

Master's degree 5,633 1,210 421 903 315

Specialist 1,113 421 149 293 93

Undergraduate 2,271 903 293 376 199

Other 720 315 93 199 98

While these figures are indicative of a potential causal relation-
ship between education level and inventive capacity, it is imper-
ative to carefully consider the implications of this result, given 
that an individual’s education level is cumulative. Consequently, 
a researcher who currently holds a PhD may have filed patents 
prior to obtaining that degree. Consequently, further research 
is necessary to comprehensively investigate this association. 
Another potential analysis, based on the Lattes curriculum, in-
volved a survey of educational institutions with the most patent 
filings, according to data reported by researchers. Table 2 pres-
ents the top 10 educational institutions with the highest number 
of filings, their respective states, and the number of patents filed 
by each institution. A total of 10 institutions were considered in 
the study. All of these institutions are public and predominantly 
federal. Furthermore, it was determined that 50% of the institu-
tions are located in the Southeast region of Brazil. This region is 
notable for its large economy, which is the largest in the coun-
try. The aggregate number of patents filed by these 10 institutions 
constitutes nearly 20% of all patents declared in the Lattes cur-
riculum. Consequently, the interplay between technological, sci-
entific, and economic development is once again evident.
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Table 2.	 The 10 universities with the most patents declared in 
the Lattes platform. Note. Prepared by the authors.

University State Total of 
patents

Universidade Federal de Minas Gerais Minas Gerais 2,140

Universidade Estadual de Campinas São Paulo 1,713

Universidade de São Paulo São Paulo 1,512

Universidade Federal da Paraíba Paraíba 1,185

Universidade Federal de Campina Grande Paraíba 1,132

Universidade Federal de Pernambuco Pernambuco 1,082

Universidade Federal do Rio de Janeiro Rio de Janeiro 1,039

Universidade Federal do Rio Grande do Sul Rio Grande do Sul 906

Universidade Federal do Paraná Paraná 864

Universidade Estadual Paulis-
ta Júlio de Mesquita Filho São Paulo 829

The data collection process revealed that, among a total of 27,083 
patents, no applicant had been informed by the researcher. This 
finding offers a practical illustration of the challenges associ-
ated with data accuracy and completeness, as previously docu-
mented in various studies and further elaborated in this analysis. 
Consequently, alternative strategies must be implemented for 
precise data acquisition and analysis, typically involving queries 
to external databases. As previously delineated, an automated 
process was developed to generate a database of inventors for 
education and research institutions. This development was in-
formed by data processing in the earlier stages of the study and 
the implementation of a script. The generation of the inventor 
database is contingent upon the procurement of a comprehen-
sive roster of the institution’s personnel, exemplified by the com-
pendium furnished by the Brazilian Federal Government—Office 
of the Comptroller General (CGU, 2025). The process of data 
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matching between the patent records in the Lattes curriculum 
and the staff list is executed through a name comparison. Despite 
the inherent limitations of this approach, including the pres-
ence of homonymous names and divergent name specifications 
on the Lattes platform and the other source utilized, this com-
ponent of the study can be regarded as an inaugural approach. 
Consequently, it is amenable to adjustments and enhancements, 
with the potential to facilitate a more comprehensive description 
of patent production and collaborative endeavors among inven-
tors within diverse institutional contexts. Beyond enabling the 
measurement of its staff ’s technical production, the institutional 
inventor database has the capacity to facilitate the development 
of internal indicators, the identification of expertise in specific 
technological domains, and the mapping of partnerships. This 
contributes to the enhancement of technology transfer prospects. 
In the context of academic institutions, such as universities, the 
information extracted from the database can play a pivotal role 
in guiding various academic activities, including teaching, re-
search, and outreach initiatives. This, in turn, can contribute to 
the cultivation of a robust intellectual property culture among 
faculty members, students, and other stakeholders within the 
institution.

4	 Conclusion

The study provided a general overview of the patent production 
by researchers working in Brazil through the Currículo Lattes 
platform, revealing a relationship between education level and 
inventive activity, as well as how collaborations in the scientif-
ic context can be reflected in collaborations in the patent con-
text. This patentometric study endeavors to facilitate a two-way 
street between scientific and technological information on one 
side and industry and government on the other. This movement 
is characterized by the dissemination of information stemming 
from technical production, particularly with regard to research-
ers’ patents, which provides a foundation for decision-making 
processes at local, regional, and national levels. These decisions 
can subsequently result in funding and incentive policies aimed 
at transforming scientific and technological knowledge into in-
novation and development. Despite their close relationship, it is 
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crucial to draw distinctions between the terms “invention” and 
“innovation,” as outlined by Schumpeter (1980) and subsequent 
scholars such as Mazieri et al. (2016). Schumpeter was the first to 
establish a link between these concepts and distinguish between 
different processes. According to Schumpeter, an invention can 
only be considered an innovation if it is introduced into the mar-
ket context and produces some kind of economic or social effect.

Innovation is acknowledged to be contingent on numerous 
factors; however, its fundamental raw material is information 
and the knowledge derived from it. As thoroughly examined in 
this study and in other literature reviews, technological infor-
mation, particularly that derived from patents, has emerged as 
a critical strategic asset for both organizations and nations. This 
strategic importance is particularly evident in the context of sci-
entific, technological, and economic advancement. Despite this, 
there is a paucity of research in the literature proposing models 
or strategies for the effective conception, structuring, articula-
tion, and utilization of technological information in its multiple 
dimensions and affecting different actors in the face of industri-
al, social, scientific, and sustainable demands. In this process, it 
is imperative to address the advancement of information and 
communication technologies, competitiveness, large volumes of 
data, green technologies, and other factors that influence and are 
influenced by technological information. This study unveils data 
and hypotheses that warrant investigation in subsequent studies, 
thereby facilitating not only diverse interpretations of the results 
but also the formulation of novel hypotheses concerning patent 
production, technological information, and its nexus with re-
search, development, and innovation. As demonstrated in a vari-
ety of studies and as presented here, the Lattes platform occupies 
a central role in a research and innovation management system 
that facilitates connections between governments, education-
al and research institutions, funding agencies, and researchers. 
Consequently, it serves as a substantial repository of information 
for diverse research studies.

Conversely, as previously discussed, the Currículo Lattes 
is a self-declaratory system, thereby rendering the consistency 
and completeness of data contingent upon the manner in which 
researchers complete their curricula and the platform’s inher-
ent structure. In the context of patented inventions that pertain 
to families and involve citations, as illustrated in this study, a 
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substantial proportion of patent data cannot be disclosed exclu-
sively through data extraction from the Lattes platform. In this 
context, this study constitutes a component of a broader project 
that involves the modeling of technological information as a com-
plex whole. The objective of this endeavor is to serve as a foun-
dation for establishing a connection between scientific research 
data, inventive processes, and industrial sectors. With regard to 
the patent dimension, there is ongoing work that represents the 
continuation of this study. This work is aimed at three major ob-
jectives. To accomplish these objectives, the work is grounded in 
an automated process of invention certification, consulting the 
Espacenet database services.

The initial objective is to generate a patent database from 
Currículo Lattes with accurate, precise, and consistent data, ad-
dressing the observed gaps in the platform and human errors in 
data entry. This result will also serve as a strategy to certify all 
patent declarations in each curriculum. This objective is consis-
tent with specific objectives in Brazilian research related to open 
science, transparency, and higher credibility and quality of data. 
The second objective is to map all patent families to discover and 
systematize the countries and regions where each invention was 
filed, the complete set of International Patent Classification (IPC, 
2025c) codes that allow identification of the technological fields 
of patents regardless of language, the languages in which the in-
vention was written, as well as other information and analyses. 
At this stage, the study will transcend the patent concept toward a 
complete mapping of the inventions behind the patents declared 
in Currículo Lattes. The third objective is to map all patent cita-
tions given and received by the inventions declared in Currículo 
Lattes. From this objective, related technology information can 
be traced, thereby providing a broad technological basis for eval-
uating the impact and reach of inventions in various other stud-
ies. The culmination of this unparalleled endeavor is anticipated 
to represent a substantial advancement in the establishment of 
a technological information ecosystem that will foster research, 
development, and innovation in Brazil.
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Abstract

Given the increasing use of social media, it became imperative to 
understand the dissemination and discussion of scientific publi-
cations on these online platforms. The analysis of these data on 
interaction and circulation of scientific research was investigat-
ed in altmetrics studies and provided valuable information on 
how science was perceived and shared by the general public. The 
objective of this study was to propose a platform for the collec-
tion and analysis of social data related to scientific publications, 
with a focus on the video-sharing platform YouTube. By collect-
ing data from YouTube, the platform sought to understand how 
scientific publications were disseminated and discussed on social 
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media. The Social4Science solution facilitated the acquisition 
of social data from YouTube and its correlation with scientific 
data from publications, enabling the analysis of multiple met-
rics. This methodological approach facilitated the identification 
of trends and patterns in discourse concerning scientific publi-
cations on social media. The findings indicated that the proposed 
platform held considerable promise in fostering a more profound 
comprehension of the interaction between science and the pub-
lic. Furthermore, it had the potential to generate new avenues 
for future research in this domain. It was imperative to compre-
hend the manner in which scientific publications were received 
and discussed on social media platforms. This understanding was 
crucial for effective scientific communication and for fostering 
connections between the scientific community and the general 
public. The proposed platform contributed to this understanding, 
allowing researchers and professionals in the field to identify op-
portunities for engagement and develop effective strategies for 
scientific dissemination.

KEYWORDS: scientific production, social media, altmetrics, open data, 
bibliometrics
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1	 Introduction

The dissemination of scientific discoveries and the processes that 
facilitate it play a foundational role in the advancement of so-
ciety and culture. The establishment of effective communication 
between the academic community and society is imperative, giv-
en that knowledge and research are intended to benefit society as 
a whole. Consequently, it is imperative that the method by which 
results are disseminated is congruent with the needs and expec-
tations of the public. This is essential to establish a substantial 
and pertinent relationship between science and society in gen-
eral (Neto, 2018). In this context, YouTube has demonstrated its 
significance as a primary platform for scientific dissemination 
on the Internet. As the most prominent global video-sharing plat-
form, it encompasses a broad spectrum of content, encompassing 
numerous subjects and themes. In the context of Brazil, YouTube 
boasts a substantial and engaged audience, thereby establishing 
itself as a conducive platform for the dissemination of scientif-
ic knowledge (Da Fonseca & Bueno, 2021). The dissemination of 
scientific knowledge via YouTube has facilitated the creation of 
educational videos, debates, interviews, and practical demon-
strations, thereby promoting interaction and dialogue between 
researchers and interested audiences. According to Reale and 
Martyniuk (2016), the dissemination of scientific knowledge 
via YouTube is an effective medium for democratizing scientific 
knowledge.

The analysis of scientific articles mentioned in YouTube 
videos offers the opportunity to collect a wide range of relevant 
data. This data may include the title of the scientific article, the 
names of the authors, the name of the journal in which the ar-
ticle was published, the year of publication, and the number of 
citations received, among other aspects of interest. This infor-
mation is crucial for comprehending the interaction between the 
digital platform and scientific production, as well as for examin-
ing the impact and dissemination of scientific research on social 
media. The extraction of these data can facilitate the acquisition 
of insights regarding citation trends, the most frequently cited 
areas of research, and the subjects most prevalent in scientific 
videos on YouTube. This analysis also allows for the exploration 
of the connection between scientific dissemination and the aca-
demic framework, with the identification of the relevance and 
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influence of the scientific articles mentioned. A close examina-
tion of the citations in the videos reveals potential discrepancies 
between scientific research and its public dissemination, under-
scoring areas that merit heightened attention in the realm of 
scientific communication. Consequently, the extraction of data 
from scientific articles cited in YouTube videos signifies a pivotal 
approach to comprehending the nexus between scientific produc-
tion and its dissemination in the digital domain. This contributes 
to a more comprehensive understanding of the propagation of 
scientific knowledge and its interactions with the general pub-
lic. For instance, it is possible to identify emerging trends men-
tioned in the videos, thereby highlighting the most prominent 
and relevant topics in the realm of online scientific dissemina-
tion. Furthermore, it is possible to assess the influence of authors 
and journals, identifying those that are most mentioned and rec-
ognized on the platform.

This analysis facilitates a more profound comprehension 
of the dynamics underlying the dissemination of scientific re-
search in the digital environment. A further critical component 
of this investigation entails the analysis of the relationship be-
tween the popularity of videos on YouTube and the number of 
citations received by the scientific articles mentioned in these 
videos. This correlation may reveal the influence of online vid-
eos on the dissemination and recognition of academic research. 
Comprehension of this relationship is essential for obtaining a 
comprehensive understanding of the interaction between scien-
tific dissemination and the impact of research. A thorough anal-
ysis of the collected data may reveal gaps in scientific commu-
nication, indicating areas where there is a disconnect between 
scientific production and its online dissemination. These discrep-
ancies may result in initiatives aimed at enhancing communica-
tion and public engagement, thereby fostering a more profound 
comprehension and esteem for scientific endeavors. In view of the 
aforementioned points, the objective of this study is to propose an 
innovative computational platform for the collection, processing, 
and analysis of scientific data on social media. It is imperative to 
underscore the utilization of the term “social media” in this con-
text, as opposed to the term “digital social networks.” The former 
term is more comprehensive, encompassing a broader array of 
online platforms that facilitate the creation and dissemination 
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of content, in addition to fostering interactions and connections 
between users.

The proposed platform, designated Social4Science, aims to 
address a significant gap in scientific research by providing an 
efficient tool to explore the vast universe of social media and un-
derstand how scientific information is disseminated, discussed, 
and perceived by the general public. The collection and analysis of 
data from this platform has enabled the acquisition of significant 
insights into science-related trends, patterns, and interactions. 
Moreover, the platform encompasses a wide range of functional-
ities that facilitate the identification of influencers, the analysis 
of the impact and relevance of scientific publications, the detec-
tion of emerging themes, and other significant analyses. In light 
of the aforementioned data, researchers will be in a position to 
make informed decisions, develop more effective dissemination 
strategies, and improve communication between the academic 
community and society. Consequently, Social4Science signifies a 
substantial methodology for investigating the possibilities of so-
cial media within the domain of scientific research. It provides 
a thorough and detailed perspective on the interactions between 
science and society, enhancing scientific communication, fos-
tering inclusive dialogue, and establishing a robust connection 
between academia and the general public. The objective of the 
tool is to collect and analyze data from social media platforms, 
such as YouTube, with the aim of understanding how scientific 
publications are disseminated and discussed on these digital fo-
rums. Specifically, the objective of this study is to investigate the 
characteristics of videos published on YouTube that reference a 
Digital Object Identifier (DOI), with the aim of identifying rele-
vant trends and patterns.

The objective of this study is to obtain results on how sci-
ence is communicated and discussed in the online environment 
of YouTube. To this end, data will be collected from YouTube and 
analyzed using various techniques. By examining the charac-
teristics of videos that contain DOIs, understanding of the man-
ner in which scientific information is disseminated, the subjects 
that are addressed, and the manner in which the public engages 
with this content can be enhanced. Indicators of online attention 
have been a subject of discussion in the context of altmetric stud-
ies, which focus on understanding the social impact of research 
results on the social web (Araújo, 2020). These analyses can be 
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useful for researchers, journal editors, and other professionals 
involved in scientific dissemination, as they can help understand 
better how science is perceived and shared by the general public 
and to identify opportunities to increase the visibility of publica-
tions. Research that has been developed with these more contex-
tual approaches is increasing in the extant literature, and it is 
indicative of the concern in the altmetric field to contribute to the 
deepening of the analysis and investigation of where and how ar-
ticles are used by different communities that interact with them 
online (Araújo, 2020).

2	 Methodology

This study employed the Altmetric portal, accessible via the 
Altmetric Explorer platform, as a tool to search for scientific 
publications that were cited in videos published on YouTube. The 
relationship between videos and scientific articles is established 
when a video mentions an article using the DOI, which is usu-
ally included in the video description. The utilization of the DOI 
as a unique identifier facilitates the precise linkage of a partic-
ular video to a corresponding scientific article. A search of the 
Altmetric portal for YouTube videos that mention DOIs revealed 
a dataset for analysis and study of the interactions between so-
cial media and scientific research. This approach of searching for 
references to scientific articles in YouTube videos using the DOI 
is an effective way to identify the presence and reach of science 
on this platform. The Altmetric Explorer platform offers resourc-
es that facilitate the collection and processing of data, enabling 
detailed analyses to be carried out on the characteristics of vid-
eos and citations of scientific articles. The entire data extraction 
process is initiated from a relationship extracted from Altmetric, 
containing a file with the video identifier and the DOI of a publi-
cation. The Social4Science platform receives this relationship as 
input and begins the entire data collection and analysis process, 
divided into two segments:

1.	 Social analysis: Data collection from YouTube videos.

2.	 Bibliometric analysis: Data collection from scientific articles.



A framework for collecting, processing, and analyzing scientific data on social media | 197

The architectural design of the proposed platform is illustrated 
in Figure 1.

Figure 1.	 General architecture of the Social4Science platform.

The process of data collection and processing carried out by 
the platform commences with the input of a file provided by 
Altmetric, containing the video identifiers and the DOIs of the 
scientific articles. These DOIs are employed in the “bibliometric 
analysis” stage, while the video identifiers are employed in the 

“social analysis” stage. The subsequent “bibliometric analysis” 
stage entails the utilization of DOIs to procure pertinent informa-
tion regarding the publications, including title, authors, journal 
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of publication, year of publication, and the number of citations 
received. These bibliometric data are essential for understanding 
the relevance and impact of the scientific articles mentioned in 
the YouTube videos. Consequently, the “social analysis” stage em-
ploys the video identifiers to investigate the social and interac-
tion aspects associated with the videos that reference the scien-
tific articles. This social analysis encompasses the identification 
of trends; the assessment of video popularity; the evaluation of 
user interactions, such as likes, shares, and comments; and the 
identification of relevant influencers or channels in scientific dis-
semination. The platform enables a comprehensive and in-depth 
approach to understanding the impact and dissemination of sci-
ence on social media, especially on YouTube, by separating the 
bibliometric analysis and social analysis stages. The integration 
of bibliometric information and social data facilitates the acqui-
sition of significant insights regarding the reception, discussion, 
and dissemination of scientific publications on this platform. 
This integration contributes to the advancement of scientific dis-
semination and the cultivation of a deeper understanding of the 
interactions between science and society.

In the context of “social analysis,” video data are collect-
ed through the utilization of a publicly accessible YouTube 
Application Programming Interface (API), coinciding with the 
generation of specific data extracts. These metrics can be calcu-
lated and exported to other analysis and visualization tools, en-
abling further in-depth analysis. As a case in point, the sets com-
prising quantitative data from the videos, including the number 
of views, comments, and likes for each video, are emphasized. In 
addition, sets containing data from the channels in which the 
videos were published, the interaction networks identified from 
the comments on each video, extracts from the video descriptions, 
the transcriptions of each audio, and a set of standardized data 
in English from all the comments extracted are highlighted. In 

“bibliometric analysis,” the set of DOIs is examined via API to 
ensure their validity. In the event that a DOI is found to be val-
id, the associated data are directed to the OpenAlex API, thereby 
facilitating the retrieval of information concerning the article in 
question. This includes details such as the article’s title, author-
ship, year of publication, abstract, keywords, and the journal in 
which it was published, among other pertinent information. To 
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complement the data, a new request for the same DOI is sent to 
the OpenCitations API, retrieving the article’s citations.

This comprehensive array of data is stored in data extracts 
that are also subject to analysis using various metrics implic-
it in the platform itself. These data extracts are made available 
in formats that can be imported by other analysis and visual-
ization tools. Quantitative data play a fundamental role in the 
platform, allowing for different types of ranking and the analysis 
of correlations between social analytics and bibliometric anal-
yses. These quantitative metrics offer valuable insights into the 
popularity, engagement, and reach of the videos and scientific 
publications referenced therein. Conversely, the datasets com-
prising textual information from videos, including titles, com-
ments, descriptions, and transcripts, are correlated with the 
textual data from scientific publications, such as titles, abstracts, 
and keywords. In this context, correlation measures, such as 
the Levenshtein distance or the calculation of cosine similarity, 
are adopted to explore the relationships between the texts. The 
Levenshtein distance is a metric that calculates the difference be-
tween two sequences of characters, such as video titles and sci-
entific publication titles. This measure enables the assessment of 
the thematic affinity or dissimilarity between the texts, thereby 
providing insights into the thematic proximity between the vid-
eos and the publications. The cosine similarity is a measure that 
quantifies the similarity between two-word vectors, such as the 
terms present in video comments and the keywords of scientific 
publications. This allows for the identification of semantic asso-
ciations and relationships between the texts. The Social4Science 
platform employs correlation measures to reveal connections be-
tween the content of videos and scientific publications, identify 
thematic patterns, and explore how information is transmitted 
and discussed on social media.

Therefore, the integration of quantitative and textual data 
furnishes a thorough and enlightening analysis, enabling com-
prehension of the quantitative and textual dimensions implicat-
ed in the propagation and discourse of scientific publications on 
YouTube. To initiate the case study, a set containing 65,534 DOIs 
that had YouTube video citations at the time was collected from 
the Altmetric platform in March 2022. A series of verifications 
was conducted on a set of DOIs to ascertain the characteristics of 
scientific publications. A subsequent analysis of the publication 
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type revealed that the majority of the publications were classi-
fied as articles (94.9%), followed by a smaller proportion of books 
(3%) and book chapters (1%). It is also noteworthy that a total of 
45 datasets were referenced.

3	 Results

Social analysis entails the examination of data derived from vid-
eos, including metrics such as the number of likes, views, and 
comments. Conversely, bibliometric analysis encompasses quan-
titative data derived from articles, including DOI validation, the 
number of citations received by other articles, and the number 
of videos that mention the article in question. The analysis of 
these data points enables the discernment of trends and pat-
terns in discussions concerning scientific publications on social 
media platforms. For instance, it is possible to ascertain the most 
popular publications on these platforms, identify the topics that 
generate the most discussions, and determine the primary influ-
encers in this context. Through bibliometric analysis, taking into 
account the date of data collection, the publication period of the 
articles mentioned in the videos was presented in chronological 
order (Figure 2).

Figure 2.	 Publication period of the mentioned articles.
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A subsequent analysis of the dataset revealed that the oldest arti-
cle identified was published in 1980. A notable increase in the num-
ber of scientific articles is evident over time, with an even more 
pronounced trend from the year 2000 onwards. Concurrently, 
the utilization of DOI in scientific articles experienced a marked 
increase. A substantial surge in the number of scientific articles 
mentioned on YouTube was observed beginning in 2006, reaching 
its zenith in 2018. This growth can be attributed to a series of fac-
tors, such as advances in technology and research tools, broader 
access to scientific information, and increased collaboration be-
tween researchers on a global scale. The use of social media as 
a mechanism for disseminating research results has also played 
a significant role in this development. Additionally, the repre-
sentativeness of the primary journals in which the articles were 
published could be ascertained. The objective of this analysis was 
to quantify the articles published in each journal, with a focus 
on identifying those that were most frequently mentioned in 
YouTube videos during the specified period (Figure 3).

Figure 3.	 Representation of journals in articles referenced in videos.
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The following prestigious journals have been observed: Nature, 
The American Journal of Clinical Nutrition, PLoS ONE, Nutrients, The 
Journal of Strength and Conditioning Research, and Science, among 
others. These journals have gained international recognition 
for their editorial quality and the scientific rigor of their publi-
cations. It is noteworthy that specific domains of knowledge ex-
hibit a higher prevalence of YouTube’s utilization as a medium 
for the dissemination of scientific articles. This phenomenon can 
be attributed to several factors, including the nature of these 
areas, which are more readily transmitted through videos. It is 
important to note that certain regions may exhibit a heightened 
demand for direct and accessible communication, particularly in 
cases involving topics of public interest (Figure 4).

Figure 4.	 Predominant areas of the mentioned articles.

The utilization of YouTube as a scientific dissemination platform 
in these domains facilitates more dynamic and interactive com-
munication, thereby providing a more engaging learning expe-
rience. Such videos may include a variety of content, such as 
practical demonstrations, interviews with experts, debates, and 
analyses of scientific articles, among other materials designed to 
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stimulate the interest and curiosity of the public. A close exam-
ination of the classification of the knowledge areas of the articles 
reveals a substantial concentration in two primary domains, as 
evidenced by the data collected. The analysis revealed that 69% of 
the articles were from the field of “Medical and Health Sciences,” 
while 11.5% were from “Biological Sciences.” These two areas en-
compass approximately 80% of the entire set of articles studied. 
This concentration in the domains of “medical and health scienc-
es” is unsurprising, as these disciplines are inherently associated 
with human health and exert a substantial influence on individ-
uals’ lives. Scientific dissemination in these areas is of particular 
pertinence, as it facilitates the dissemination of crucial informa-
tion regarding medical treatments, advancements in research, 
and disease prevention to the general public. The field of “bio-
logical sciences” also has a significant concentration of articles 
mentioned on YouTube. This phenomenon can be elucidated by 
the paramount significance of these studies in comprehending 
life and its biological entities. Topics related to the biological 
sciences, such as genetics, evolution, ecology, and biotechnology, 
have the potential to arouse the interest and curiosity of a wide 
audience. This, in turn, can contribute to the dissemination of 
content related to these subjects on YouTube. It is imperative to 
acknowledge that, despite the predominance of these two prima-
ry domains, other fields of knowledge are also represented in the 
articles that have been disseminated on YouTube, albeit to a more 
limited extent.

A number of additional bibliometric analyses were also con-
ducted, including the validation of the DOIs cited, with the objec-
tive of verifying the authenticity of the publication. Subsequent 
to this stage, a collection and analysis of the data contained 
within the titles, abstracts, and keywords was undertaken, along 
with information regarding the number of citations of these ar-
ticles by other publications. Additionally, data from the journals 
in which the publications were disseminated should be consid-
ered, including the impact factor and the Qualis. These data are 
systematically collected by public APIs from a variety of sources. 
The social analyses are predicated on information extracted from 
videos published on YouTube that include a DOI. This approach 
emphasizes the utilization of YouTube’s public API for data re-
trieval, enabling the acquisition of information directly from the 
platform. The process of extracting data from YouTube is entirely 
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automated, commencing with the initial list provided, in which 
the video identifiers are extracted and the requests are made to 
the YouTube API. A subsequent analysis of the collected data re-
vealed that the videos were classified into categories. These cat-
egories refer to the channels in which these videos are published 
(Figure 5).

Figure 5.	 Category of channels where videos are published.

A survey of video content reveals that the majority of channels 
that present videos with DOIs primarily fall into the categories 
of “education,” “people and blogs,” and “science and technology.” 
One hypothesis for the greater representation of the “education” 
category may be related to classes or dissemination of study re-
sults. To achieve a more profound comprehension of this categori-
zation and its repercussions, it is imperative to undertake a thor-
ough examination of the representation of these channels, taking 
into account the number of subscribers, the quantity of videos 
published, and the date the channel was registered on YouTube. 
This information can yield additional results and further enrich 
the analyses. In addition, the data from “social analysis” indicate 
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that comment networks are established through the developed 
platform. A subsequent analysis of the comments associated 
with each video is then conducted, with the objective of identi-
fying the connections between the various channels. Therefore, a 
set of comments can be utilized to facilitate an analysis of the 
interactions between channels, with consideration given to the 
comments that are made or received by them. This network anal-
ysis approach facilitates the acquisition of significant findings 
regarding the dynamics of interactions between channels in the 
context of the comments.

In addition to the characterized networks, several other 
quantitative analyses are performed that aggregate relevant in-
formation. A comprehensive set of data, including metrics such 
as the number of views, comments, likes, duration, and language 
of the videos, is considered. These metrics offer valuable insights 
into the reach, engagement, and characteristics of the videos, 
thereby facilitating a more comprehensive understanding of 
their relevance and impact on the platform. The content of the 
videos is also the object of study, covering elements such as the 
title, description, and audio transcription. These elements are 
of paramount importance, as they facilitate numerous analyses 
aimed at correlating the content of the videos with the data from 
the scientific articles, which are also collected, such as title, ab-
stract, and keywords. These analyses facilitate a more profound 
comprehension of the subjects addressed in the videos and the 
identification of relationships between the content of the videos 
and the content of the scientific articles mentioned. Consequently, 
they contribute to a comprehensive and contextualized analysis 
of scientific dissemination.

4	 Conclusion

The Social4Science platform, as delineated in this study, facili-
tates the aggregation and examination of scientific data derived 
from social media, yielding significant insights concerning the 
propagation of scientific content. Through the analysis of these 
data, it is possible to identify trends, patterns, and knowledge 
gaps in discussions about scientific publications on social me-
dia. This instrument offers researchers and professionals in 
the scientific field crucial information, enabling them to adjust 
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communication strategies and promote scientific knowledge, 
thereby establishing a more effective connection with the general 
public. The data collected by the proposed platform can be used 
to establish significant correlations between different variables. 
These correlations provide a more profound understanding of the 
relationship between the popularity of a video on YouTube and 
the characteristics of the scientific article it references, taking 
into account factors such as research area, publication type, and 
country of origin. These analyses facilitate a comprehensive ex-
amination of the impact and repercussions of scientific publica-
tions on social media, thereby contributing to the understanding 
of the process of dissemination and the reach of scientific knowl-
edge. The complete tool, developed with the source code of all the 
framework modules, will be made available in a GitHub reposito-
ry for any community of interest.
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Abstract

This study investigated the methodological landscape of contem-
porary design science by analyzing 7,511 articles published across 
10 leading journals in the field. The objective of this study was 
twofold: first, to ascertain the prevalence of qualitative, quanti-
tative, and other forms of inquiry, and second, to reflect on the 
implications of methodological choices within design scholar-
ship. The utilization of OpenAlex for the collection of metada-
ta and ChatGPT-4o for the classification of abstracts based on 
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method-related keywords enabled the study to categorize arti-
cles as quantitative, qualitative, mixed methods, or inconclusive. 
The findings indicated that a mere 5.8% of the articles employed 
quantitative methods, while 14.28% utilized qualitative meth-
ods. Notably, 77.78% of the articles exhibited an absence of clear 
methodological signals, indicating a deficiency in methodologi-
cal transparency. The application of topic modeling to inconclu-
sive works revealed a preponderance of research that was con-
ceptual, practice-based, or speculative in nature. These findings 
lent further credence to ongoing discourse regarding the dearth 
of methodological transparency and the underutilization of em-
pirical strategies in design. The study’s conclusion asserted that 
enhancing methodological articulation and establishing shared 
standards fortified the credibility and interdisciplinary recogni-
tion of design as a scientific field.

KEYWORDS: design research, research methods, bibliometrics, qualitative re-
search, data-driven design, methodological transparency
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1	 Introduction

The production of scientific knowledge encompasses a broad spec-
trum of epistemological approaches, which are generally catego-
rized based on the nature of their research methods. In gener-
al, methodologies are commonly divided into three categories: 
quantitative, qualitative, or mixed methods (Creswell & Creswell, 
2018). Quantitative research is commonly linked to positivist 
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frameworks, which prioritize systematic methodologies, numer-
ical data, and the attainment of objective, generalizable results. 
Conversely, qualitative research aligns with interpretivist tradi-
tions, emphasizing unstructured or semi-structured approach-
es, textual or visual data, and context-dependent interpretation. 
However, these distinctions can obscure the complex interdepen-
dencies between approaches, which, in practice, often overlap 
or are combined depending on disciplinary norms and research 
goals (Pilcher & Cortazzi, 2024). Contrary to the notion of these 
approaches representing diametrically opposed paradigms, they 
frequently operate in a complementary loop, reinforcing and en-
riching each other (Greene et al., 1989). Quantitative research 
frequently identifies general patterns or statistical regularities 
across extensive datasets, thereby offering a comprehensive un-
derstanding of phenomena and directing researchers toward 
domains that necessitate further investigation. Conversely, qual-
itative research has been demonstrated to excel at exploring the 
nuances of specific cases, uncovering contextual factors, subjec-
tive meanings, or anomalies that may remain invisible in aggre-
gated data. Insights derived from qualitative inquiry frequently 
inform the formulation of novel hypotheses or the identification 
of variables to be tested quantitatively, thereby contributing to 
the continuous refinement of the research process (Tenny et al., 
2025). As Pilcher and Cortazzi (2024) emphasize, this interdepen-
dence reflects the blurring of epistemological boundaries and un-
derscores how real-world research often defies binary divisions 
(Figure 1).

Figure 1.	 Complementary loop of quantitative and qualitative 
research. Note. Teixeira and Velasco (2024).
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This dynamic relationship is particularly evident in fields such 
as design research, education, and human–computer interaction 
(HCI), where quantitative studies often measure performance 
indicators or behavioral patterns, while qualitative methods 
provide deeper insight into user experience and context (Van 
Turnhout et al., 2014). In the domain of design research, metrics 
such as user satisfaction or task efficiency across prototypes have 
been shown to reveal usability issues (Pinto et al., 2025). These 
issues often necessitate further study through methods such as 
interviews or observational techniques, which aim to enhance 
the comprehension of user responses (Weichbroth, 2019). In the 
field of education, standardized assessments have been shown 
to reveal disparities in learning outcomes across large popula-
tions. These disparities can be further elucidated through the use 
of classroom ethnographies, which offer a socio-emotional and 
cultural perspective on the underlying causes of these disparities 
(Mejeh et al., 2023). In the field of HCI, the utilization of analytics 
and A/B testing has emerged as a pivotal method for identifying 
interface issues. However, it is imperative to recognize the com-
plementarity of think-aloud protocols and contextual inquiries, 
which unveil the underlying user behaviors and motivations. 
Across these domains, the interplay between data and interpreta-
tion—between breadth and depth—illustrates the evolving inte-
gration of research methods. A comprehensive study by Thelwall 
and Nevill (2021) found that qualitative research methods gained 
substantial prominence across academic disciplines between 
1996 and 2019, signaling a shift toward broader acceptance of in-
terpretive approaches. Notwithstanding the advent of big data 
and statistical modeling, qualitative methodologies—namely 
interviews, case studies, and ethnographies—have not only en-
dured but have undergone an expansion in their scope. This ten-
dency was particularly evident in the “social sciences” and “arts 
& humanities” fields, where qualitative inquiry has gained sig-
nificant recognition and is actively promoted by journal editors, 
reviewers, and educators. Despite its continued status as a mi-
nority approach within certain scientific disciplines, qualitative 
research has firmly established itself as a mainstream compo-
nent of academic scholarship.

Concomitantly, this growing acceptance has redirected at-
tention to concerns regarding research quality and methodolog-
ical rigor. In contradistinction to quantitative studies, which are 



212 | Advanced Notes in Information Science: Practices in Scientific Development | vol. 8

founded on standardized procedures and statistical verification, 
qualitative approaches are more difficult to reproduce, audit, or 
validate independently due to their interpretive and contextual 
nature (Cole et al., 2024; Harris et al., 2019). This inherent chal-
lenge in replication poses significant difficulties for the processes 
of peer review and academic assessment, particularly in instanc-
es where methodological procedures are either underreported 
or inconsistently applied. As Thelwall and Nevill (2021) observe, 
although qualitative methods—particularly interviews—are 
becoming more prevalent, their citation impact has diminished 
in numerous disciplines, potentially indicative of concerns re-
garding their reliability or scholarly value. To address these is-
sues, journals have begun to adopt structured reporting frame-
works, such as the COREQ checklist for interview and focus group 
studies (Tong et al., 2007), which promote greater transparency, 
rigor, and coherence in qualitative research practices. In light 
of these broader developments, it is imperative to investigate 
whether analogous dynamics are evident in the domain of de-
sign research. As a field historically grounded in creative prac-
tice, interpretive inquiry, and user-centered exploration, design 
shares many characteristics with disciplines that have embraced 
qualitative methodologies (Cross, 2001). However, despite the 
existence of anecdotal evidence and editorial preferences that 
appear to indicate a prevailing inclination toward qualitative ap-
proaches, there is a conspicuous absence of systematic data that 
would allow for the confirmation of this perception. If qualitative 
methods are indeed predominant, then design research may also 
be vulnerable to the same challenges related to transparency, re-
producibility, and evaluative rigor. This concern is further com-
pounded by the existence of adjacent modes of inquiry, such as 
speculative and critical design (SCD), which function beyond the 
confines of traditional empirical frameworks. These approaches 
are often grounded in critical theory and artistic practice, empha-
sizing conceptual provocation over data collection. This further 
complicates methodological classification and peer evaluation.

This study is an extension of this premise. It examines over 
7,000 articles published in 10 prominent design science journals, 
and the objective is to determine whether the perceived prefer-
ence for qualitative research is supported by empirical evidence. 
The objective of this study is to address the following research 
question: To what extent does the extant literature on design 
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science demonstrate a preference for qualitative methods over 
quantitative ones, and how consistent is this pattern across dif-
ferent journals? By mapping the methodological tendencies in 
contemporary design research, the study contributes to a clearer 
understanding of the field’s knowledge production practices and 
highlights opportunities for increased methodological balance 
and transparency.

2	 Theory

2.1	 Research methodologies: Quantitative, qualitative, 
mixed, and alternative approaches

Academic research is commonly structured around three meth-
odological paradigms: quantitative, qualitative, and mixed meth-
ods. Quantitative research is rooted in positivist or post-positiv-
ist traditions, emphasizing measurement, numerical analysis, 
and statistical inference to test hypotheses or identify patterns 
across populations (Babbie, 2016; Creswell & Creswell, 2018). 
Conversely, qualitative research is predicated on interpretivist 
or constructivist worldviews, with the objective being to compre-
hend meanings, behaviors, and experiences through in-depth, 
context-sensitive approaches such as interviews, observations, 
and document analysis (Denzin & Lincoln, 2011). Mixed methods 
research intentionally integrates both paradigms, leveraging the 
strengths of each to provide a more comprehensive understand-
ing of a research problem (Creswell & Clark, 2018). While these 
categories are often presented as distinct, in practice, they fre-
quently overlap, reflecting the complexity of real-world inquiry 
and the increasing recognition of methodological pluralism. In 
addition to these empirical approaches, some research—partic-
ularly in fields such as design, philosophy, and the arts—adopts 
nonempirical or practice-based formats. These include theoreti-
cal or conceptual studies, which aim to develop or critique ideas 
rather than collect data, and practice-based research, in which 
creative activity itself becomes a method of inquiry and a source 
of knowledge (Barrett & Bolt, 2010; Frayling, 1993). Despite their 
deviation from conventional empirical paradigms, speculative 
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design, design fiction, and other reflective or critical approaches 
also play important roles in knowledge production. These inqui-
ries contribute meaningfully to academic discourse by expanding 
the epistemological boundaries of research.

A considerable number of scholars posit that theoretical, 
conceptual, and practice-based studies fall within the ambit of 
qualitative research. However, there is a counterargument pos-
iting that theoretical, conceptual, and practice-based research 
should be regarded as distinct modes of inquiry rather than as 
subcategories of qualitative research. While these approaches 
may be considered similar in terms of their interpretive orien-
tation and their lack of reliance on numerical data, they differ in 
the assumptions they operate under and the types of knowledge 
they produce. For instance, practice-based research is frequently 
founded on the process of creative production and the generation 
of insights through the act of making, as opposed to observation 
or interaction with participants. As Biggs and Büchler (2007) 
emphasize, this form of inquiry is epistemologically unique and 
should not be assessed by the same criteria applied to traditional 
qualitative or quantitative studies. It is imperative to approach 
all nonnumerical research as qualitative risks. This approach 
entails a comprehensive examination of the fundamental differ-
ences in research logic and goals, which are often oversimplified 
in other frameworks. A fundamental distinction can be identified 
in the absence of empirical data collection or participant involve-
ment, which are hallmarks of most qualitative methodologies. 
Qualitative research, on the other hand, typically involves the use 
of interviews, ethnography, or document analysis to understand 
social phenomena. In contrast, theoretical and conceptual inqui-
ries rely on argumentation, synthesis, or critique without gath-
ering first-hand data. Conversely, practice-based research may 
entail self-reflection, autoethnography, or artifact generation, 
without the involvement of external subjects or replicable data-
sets. As posited by Biggs and Büchler (2007), practice-based re-
search “encompasses a creative output as an integral component 
of the research process,” thereby situating it beyond the empir-
ical framework of both qualitative and quantitative paradigms.

The epistemological foundations of these approaches fur-
ther substantiate their distinctiveness. Qualitative research is 
generally situated within interpretivist paradigms, which seek 
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to understand meaning from the perspective of human actors. 
Conversely, theoretical research frequently draws from rational-
ist or critical traditions, utilizing logic, conceptual analysis, and 
dialectics as primary methodologies. Practice-based research, 
as articulated by Borgdorff (2012), is predicated on constructiv-
ist and artistic epistemologies, wherein knowledge is interwoven 
with and manifests through praxis. This diversity of foundations 
underscores the methodological heterogeneity of nonquantita-
tive inquiry and highlights the limitations of treating them as 
interchangeable under a single qualitative label. Despite these 
differences, it is evident that theoretical, conceptual, and prac-
tice-based research do not align with quantitative paradigms, 
which are rooted in measurement, hypothesis testing, and statis-
tical inference. Consequently, while they are distinct from both 
quantitative and traditional qualitative research, they may nev-
ertheless be subject to similar challenges that confront qualitative 
methods. These include concerns about reproducibility, transpar-
ency, and methodological rigor—particularly when studies lack 
formal frameworks or clear documentation of procedures. The 
recognition of these common challenges underscores the neces-
sity for customized evaluation standards that acknowledge the 
distinct contributions and limitations of each research modality. 
To better illustrate this discussion, Table 1 is presented to clarify 
the differences and similarities of the discussed methods.

Table 1.	 Differences and similarities in methodological 
characteristics. Note. Prepared by authors.

Feature
Quan-
titative 
research

Qualitative 
research

Theoretical/
conceptual 
research

Practice-based 
research

Data 
collection

Yes (struc-
tured and 
numerical)

Yes (textual, 
visual, and 
contextual)

No
Sometimes 
(via reflection 
or logs)
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Feature
Quan-
titative 
research

Qualitative 
research

Theoretical/
conceptual 
research

Practice-based 
research

Human 
participants

Yes (e.g., 
surveys 
and exper-
iments)

Yes (e.g., in-
terviews and 
observations)

Rare Rare

Nature 
of data Numerical Textual, visu-

al, and verbal
Argu-
ment-based

Creative work + 
reflective text

Main output Statistical 
findings

Thematic or 
narrative 
findings

Theories, 
frameworks, 
and critiques

Artifacts + 
reflection/insight

Epistemo-
logical roots

Positivism/
post-pos-
itivism

Interpretivism
Rationalism 
and con-
structivism

Constructiv-
ism, aesthetics, 
and critical

Evaluation 
criteria

Validity, 
reliability, 
and rep-
licability

Credibility, 
transferabili-
ty, and trust-
worthiness

Coherence, 
logic, and 
originality

Reflexivity 
and process 
transparency

2.2	 Limited use of data-driven approaches in design research

Despite the growing emphasis on methodological rigor across 
disciplines, design research continues to demonstrate a relative 
scarcity of data-reliant studies, particularly those grounded in 
quantitative or systematically collected empirical evidence. A 
significant proportion of the field’s scholarly output may persist 
in being anchored in interpretive, conceptual, or practice-based 
methodologies. This could be indicative of a predilection for explo-
ration, reflection, and the construction of meaning, as opposed to 
the testing of hypotheses or the generalization of statistical find-
ings. While this orientation reflects the creative and user-cen-
tered foundations of design, it also limits the adoption of meth-
odologies that enable broader pattern identification, replicability, 
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and comparability across studies (Escudero‑Mancebo et al., 2023). 
One illustrative example of this tendency is SCD. Introduced by 
Dunne and Raby (2013), SCD repositions design as a discursive 
practice aimed at questioning prevailing technological and cul-
tural assumptions rather than solving practical problems. This 
approach emerged as a response to the instrumentalism char-
acteristic of mainstream design practice, proposing instead that 
design should serve as a tool for reflection, critique, and cultural 
commentary. The methods employed by this group are primari-
ly conceptual in nature. Designers create fictional scenarios or 
artifacts with the intention of provoking debate, raising ethical 
concerns, or reframing societal issues. Consequently, SCD func-
tions beyond the confines of conventional empirical frameworks, 
eschewing formal data collection and seldom engaging directly 
with users or environments (Johannessen et al., 2019).

While SCD has expanded the epistemological boundaries 
of design by legitimizing critique, provocation, and conceptual 
exploration, its ambiguous methodological status also exposes a 
broader vulnerability within the field. Design research frequent-
ly functions in the absence of a definitive consensus regarding 
evidentiary standards or methodological rigor, a phenomenon 
that is particularly evident in studies that do not draw upon em-
pirical data. The multifaceted nature of this phenomenon be-
stows researchers with methodological flexibility. However, this 
flexibility can also result in a lack of orientation and observed 

“lack of rigor,” an issue that has been noted in empirical design 
studies (Toh et al., 2014). Consequently, projects that eschew for-
mal data collection, whether speculative, conceptual, or artistic, 
may encounter challenges in communicating their contributions 
in ways that are auditable, reproducible, or broadly comparable 
(Timperley et al., 2021). This ambiguity complicates peer review, 
editorial evaluation, and scholarly dialogue, especially in inter-
disciplinary settings where expectations around transparency, 
validity, and impact are shaped by more established research 
paradigms. Concurrently, design is undergoing a substantial 
transformation as it increasingly interfaces with technological 
domains such as UX, CX, service design, and digital product de-
velopment. Although interaction data are more accessible than 
ever, they remain underutilized in many traditional design work-
flows due to methodological misalignment and integration barri-
ers. As Quiñones‑Gómez et al. (2025) observe, the integration of 
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data-driven insights into established design paradigms remains 
a complex and under-explored area, underscoring the necessity 
for coherent frameworks that facilitate the integration of data 
and design. These domains underscore interaction data, be-
havioral patterns, and performance metrics (Pinto et al., 2025), 
components that inherently favor data-driven inquiry. As the 
availability of data increases through digital platforms (Hilbert 
& López, 2011), there is an increasing expectation for designers 
and researchers to adopt empirical methods capable of capturing 
and interpreting this information meaningfully. In light of these 
arguments, the subsequent section will examine this emerging 
tension by analyzing the opportunities and responsibilities that 
accompany data availability in design research and practice.

2.3	 Design in a data-producing society

The proliferation of digital technologies and interconnected sys-
tems has led to an era where data are constantly generated, cap-
tured, and stored, thereby transforming the very fabric of mod-
ern life (Hilbert & López, 2011). This transition toward a society 
that produces data offers novel opportunities for understanding 
user behavior, system performance, and social dynamics—op-
portunities that remain largely unexplored in conventional de-
sign research. As Oppermann and Munzner (2020) suggest, “da-
ta-first design studies” reverse the standard model by allowing 
real-world data to drive design insights and decisions, rather 
than starting with design questions or assumptions. Design, par-
ticularly in its digital and service-oriented manifestations, has 
become profoundly intertwined with data ecosystems (Velasco 
et al., 2025). As products evolve into platforms and services tran-
sition to digital channels, designers now have access to near re-
al-time, granular, and scalable feedback. Interaction logs, per-
formance metrics, and analytics tools are increasingly being 
used to guide design decisions. According to Quiñones‑Gómez 
et al. (2025), “data-driven design is a methodology that relies on 
quantitative and qualitative data to inform and shape design 
decisions in digital product development,” thereby highlight-
ing this emergent shift in practice. This may encompass a wide 
range of data, including clickstream data, A/B test results, heat-
maps, telemetry, and usage logs. Each of these data sources offers 
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valuable insights into how users interact with designed systems. 
These data sources serve to complement qualitative methods and 
provide evidence that can validate design decisions, reveal usage 
patterns, and identify opportunities for improvement that may 
elude purely interpretive approaches. For instance, Ebel et al. 
(2023) demonstrate how automotive interface telemetry, when 
visualized and analyzed, can directly inform UX design and drive 
iterative product refinement.

Notwithstanding this potential, the systematic use of data in 
design research and practice may remain limited. A considerable 
number of design projects continue to prioritize experiential and 
conceptual outputs, while neglecting to consider the potential 
of behavioral data to inform or evaluate outcomes. Walny et al. 
(2020) describe how, in data visualization design, even when data 
are central, design focus often remains on artifact presentation 
and encoding decisions rather than on structured, behavioral 
data analysis. The observed discrepancy is indicative of not only 
epistemological traditions but also a dearth of methodological 
frameworks and a paucity of literacy in data-driven techniques 
among design professionals. As design increasingly intersects 
with areas such as UX, CX, and digital product development—do-
mains where analytics and experimentation are routine—the 
need for data fluency becomes more relevant (Ebel et al., 2023). 
This evolving context necessitates a reexamination of the meth-
ods by which evidence is defined, gathered, and interpreted in de-
sign. As design becomes increasingly intertwined with data-rich 
environments, it is imperative to understand the methodological 
foundations of the field. Prior to advocating for greater integra-
tion of data-reliant or quantitative approaches, it is imperative 
to investigate the current state of research practices within the 
discipline. To provide a foundation for this reflection, the prev-
alence of methodological paradigms must be mapped, including 
those of a qualitative, quantitative, or nonempirical nature. By 
first identifying how design research is currently conducted, the 
field can meaningfully engage with questions of methodological 
rigor, evidentiary standards, and the role of data in shaping de-
sign knowledge. In this context, the integration of quantitative 
and computational methods into design represents more than a 
mere technical evolution; it is, in essence, a contextual response 
to the epistemic and societal conditions that are characteristic of 
the digital age.
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3	 Methodology

This study employs a data-driven approach to map the method-
ological orientation of contemporary design research. The inves-
tigation commenced with the selection of 10 prominent, active 
journals in the field of design science. These journals were chosen 
for their relevance and academic impact, as indicated by metrics 
such as CiteScore, SCImago Journal Rank (SJR), and impact fac-
tor, as presented in Table 2. A comprehensive dataset was com-
piled on May 30, 2025, using the OpenAlex database as a source. 
This dataset contains metadata from all articles published in 
the aforementioned journals, resulting in a total sample of 7,511 
works. Subsequently, the abstracts of each article were analyzed 
using ChatGPT-4o to ascertain the presence of keywords indica-
tive of either qualitative or quantitative research methodologies. 
Articles that lacked sufficient information for classification were 
labeled as inconclusive, with the understanding that they may 
represent theoretical, conceptual, or practice-based studies.

Table 2.	 Sources, relevance, and impact. Note. Prepared by authors.

Journal Year first 
published

Scope 
description CiteScore SJR Impact 

factor

Design 
Studies 1979

It focuses on 
developing an 
understanding 
of design pro-
cesses across 
various domains, 
including engi-
neering, product 
design, architec-
tural and urban 
design, and 
systems design.

6.7 1.231 3.2
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Journal Year first 
published

Scope 
description CiteScore SJR Impact 

factor

The 
Design 
Journal

1998

It covers all 
aspects of de-
sign, providing a 
forum for design 
scholars, profes-
sionals, educa-
tors, and manag-
ers worldwide.

1.4 398 0.8

Journal 
of Design 
History

1988

It embraces 
the history 
of a range of 
design-related 
subjects, from 
furniture to 
product design, 
graphic design, 
craft, fashion, 
textiles, archi-
tectural interiors, 
and exhibitions.

0.8 166 0.3

Interna-
tional 
Journal of 
Design

2007

A peer-reviewed, 
open-access 
journal devoted 
to publishing 
research papers 
in all fields of 
design, including 
industrial design, 
visual commu-
nication design, 
interface design, 
and more.

4.5 876 1.6
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Journal Year first 
published

Scope 
description CiteScore SJR Impact 

factor

Design 
Issues 1984

The first Amer-
ican academic 
journal to ex-
amine design 
history, theory, 
and criticism, 
provoking inqui-
ry into cultural 
and intellectual 
issues surround-
ing design.

1.3 0.24 0.4

Journal 
of Engi-
neering 
Design

1990

It provides a 
forum for the 
publication of 
high-quality, 
peer-reviewed 
papers on 
engineering 
design, covering 
design theory, 
methodology, 
and practice.

5.2 603 2.5

CoDesign 2005

It focuses on 
collaborative 
and partici-
patory design 
processes across 
a range of disci-
plines, including 
design, arts, and 
social sciences.

6.1 1.085 2.0
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Journal Year first 
published

Scope 
description CiteScore SJR Impact 

factor

Design 
and 
Culture

2009

It explores the 
cultural signifi-
cance of design 
and its impact 
on society, com-
bining perspec-
tives from design 
studies, cultural 
studies, and 
related fields.

1.8 278 0.7

Design 
Science 2015

It publishes 
interdisciplinary 
research on 
all aspects of 
design science, 
including theory, 
methodology, 
and practical 
applications in 
engineering, ar-
chitecture, com-
puting, and other 
design fields.

5.7 662 2.82

Interna-
tional 
Journal 
of Design 
Creativity 
and Inno-
vation

2013

It explores cre-
ativity and inno-
vation in design, 
emphasizing 
multidisciplinary 
and interdis-
ciplinary ap-
proaches to cre-
ative processes.

3.1 452 1.2
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3.1	 Data collection

The dataset examined in this study was retrieved from OpenAlex 
and comprised metadata for 7,511 academic publications in the 
field of design science. After the removal of records lacking an 
abstract from the dataset, a total of 2,052 documents were ob-
tained, constituting the working corpus. The “abstract” field was 
selected as the primary source for analysis, under the assump-
tion that it would contain methodological information relevant 
to classifying the research approach adopted in each paper. Four 
abstracts were excluded from topic modeling due to malformed 
or corrupted content that failed to yield any usable features for 
analysis.

3.2	 Data analysis

To identify the methodological approach employed by each pa-
per (“quantitative,” “qualitative,” or “inconclusive”), a rule-based 
classification method was applied to the text of the abstracts. The 
employment of regular expression pattern matching was instru-
mental in the identification of keywords commonly associated 
with quantitative or qualitative research methodologies. In the 
event that an abstract contained indicators from both categories, 
it was labeled “both.” In the event that no such findings were pres-
ent, the result was designated as “inconclusive.” This approach 
was selected to facilitate rapid, large-scale screening without the 
need for manual annotation, a process that was further expedit-
ed by the implementation of artificial intelligence (AI).

•	 Keywords used to identify quantitative methods: Survey, 
regression, statistical analysis, quantitative, experiment, 
data set, dataset, quantitatively, questionnaire, correla-
tion, ANOVA, t-test, descriptive statistics, and sample size.

•	 Keywords used to identify qualitative methods: in-
terview, focus group, ethnography, case study, qualita-
tive, observation, thematic analysis, content analysis, 
narrative, grounded theory, field notes, and participant 
observation.
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To further understand the content of the abstracts labeled as 
“inconclusive” (n = 1,596), topic modeling was applied with AI 
assistance using non-negative matrix factorization (NMF). The 
abstracts were initially converted into a term-document matrix 
utilizing TF-IDF vectorization, with the top 1,000 terms identified 
as the most informative, and stop words in English removed. The 
NMF algorithm was implemented with five components, which 
corresponded to five latent topics. The abstracts were then as-
signed to a topic based on the component with the highest weight. 
The top 10 keywords per topic were extracted to support the in-
terpretation and labeling of topics. This analysis successfully de-
scribed the majority of the inconclusive sample.

4	 Results

This section presents the findings derived from the classification 
and analysis of 2,052 articles published in 10 leading design sci-
ence journals. The initial classification revealed that only a small 
fraction of works employed quantitative (5.8%) or qualitative 
(14.28%) methods, while the majority (77.78%) could not be confi-
dently categorized (Table 3).

Table 3.	 Work classification. Note. Prepared by authors.

Classification Frequency (%)

Quantitative 5.8

Qualitative 14.28

Mixed 2.14

Inconclusive 77.78

To further examine the nature of these inconclusive works, topic 
modeling was applied to their abstracts, uncovering five domi-
nant thematic clusters that illustrate the methodological diversi-
ty—and ambiguity—within contemporary design research. The 
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results are structured in two parts: (1) the frequency and distri-
bution of methodological classifications, and (2) a qualitative 
interpretation of themes emerging from the inconclusive subset 
(Table 4).

Table 4.	 Inconclusive sample analysis. Note. Prepared by authors.

Topic Frequency (%) Top terms 
in topic Summary

Design 
research 
and 
meth-
odology

26.25%

Design, re-
search, practice, 
process, knowl-
edge, thinking, 
education, 
paper, frame-
work, methods

These papers discuss 
design as a research dis-
cipline, often referencing 
conceptual or pedagogi-
cal frameworks without 
specifying methods.

Confer-
ence/
event 
meta-
data

6.52%

2019, scissors, 
pp, dundee, 
running, 13th, 
bletcher, 
valentine, 
cruickshank

This topic includes event 
references, likely represent-
ing metadata from confer-
ence proceedings rather 
than substantive content.

Web/
indexing 
artifacts

5.83%

Search, doi, 
icon, author, 
university, org, 
https, issues, 
institute, site

These records are probably 
noise—scraped metadata, 
broken abstracts, or en-
tries containing only web 
or reference boilerplate.

Product 
design 
and 
engi-
neering

24.12%

Product, prod-
ucts, develop-
ment, method, 
process, engi-
neering, based, 
model, use, user

These abstracts discuss 
technical aspects of product 
or system design, possibly 
in engineering contexts, but 
without mentioning how 
the research was conducted.
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Topic Frequency (%) Top terms 
in topic Summary

Digital 
and 
social in-
novation

37.03%

Social, new, 
people, paper, 
cultural, inno-
vation, digital, 
public, ser-
vice, objects

This theme focuses on digi-
tal transformation, cultural 
change, or public service 
innovation, often theoret-
ical or reflective in tone.

Topic not 
identified 0.25% N/A No topic could be iden-

tified in these papers.

Table 3 presents a summary of the distribution of methodologi-
cal classifications across the sample. A total of 119 articles (5.8%) 
were identified as quantitative, while 293 articles (14.28%) were 
classified as qualitative. The majority of articles (1,596, or 77.78%) 
were classified as inconclusive, indicating an absence of clear 
references to methodological frameworks typically associated 
with empirical studies. This distribution indicates that, while 
empirical research is present in design science, it is not yet the 
predominant approach. The preponderance of inconclusive arti-
cles lends credence to the notion that a significant portion of the 
field’s research remains anchored in interpretive, conceptual, or 
practice-based methodologies, which do not depend on explicit 
methodological indicators discernible through keyword analysis. 
In light of the inconclusive findings from Table 4, it is evident that 
the predominant cluster pertains to the domain of design educa-
tion, with a particular emphasis on pedagogical methodologies, 
the attainment of learning outcomes, and the development of 
curricula. These subjects frequently prioritize the cultivation of 
reflective and experiential knowledge over formal empirical val-
idation. The second most prominent theme involves sustainabil-
ity and social innovation, areas that are often explored through 
speculative or value-driven approaches that defy easy classifica-
tion. Other clusters include design theory and methodology, us-
er-centered processes, and emerging technologies. These other 
clusters may involve conceptual work or practice-based inquiry 
without explicit methodological articulation. Conference/event 
metadata and web/indexing artifacts were identified as likely 
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noise and deemed irrelevant for the purposes of this research, as 
they do not contribute to the methodological orientation or the-
matic content of the articles. Furthermore, four papers in the 
dataset could not be reliably assigned to any thematic cluster, 
suggesting insufficient or ambiguous abstract content for topic 
modeling.

5	 Discussion

The findings presented in this study offer a comprehensive over-
view of the methodological landscape in contemporary design 
science literature. Of the 2,052 articles that were subjected to 
analysis, a negligible proportion were classified as quantitative 
(5.8%) or qualitative (14.28%), with a minimal number employing 
mixed methods (2.14%). Most notably, the majority (77.78%) were 
classified as “inconclusive,” exhibiting a lack of clear method-
ological markers traditionally associated with empirical stud-
ies. This finding resonates with persistent concerns articulat-
ed within the domain of design theory, particularly concerning 
the epistemological foundations of the field and the frequently 
ambiguous nature of its knowledge production practices (Cross, 
2001). This methodological opacity appears to confirm the dom-
inance of interpretive, conceptual, or practice-based traditions 
within design research—traditions that frequently resist classi-
fication using empirical criteria. As Pilcher and Cortazzi (2024) 
contend, design scholarship functions at the nexus of numerous 
epistemological paradigms, where the distinctions between em-
pirical, speculative, and artistic modes of inquiry are perme-
able. However, the limited availability of empirical transpar-
ency presents significant challenges, particularly in light of the 
mounting calls for methodological rigor and auditability across 
various disciplines (Cole et al., 2024; Harris et al., 2019). The ob-
served discrepancy between qualitative and quantitative studies 
within the identifiable subset—where qualitative works appear 
almost three times more common—further reinforces the percep-
tion that design scholarship tends to privilege interpretive over 
generalizable analysis. This phenomenon, however, does not in-
herently pose any significant challenges. In fact, it can be viewed 
as a reflection of the historical emphasis that design has placed 
on user-centered, contextual, and reflexive knowledge creation. 
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However, as Van Turnhout et al. (2014) observe, this orientation 
may inadequately prepare the field for engagement with evi-
dence standards and evaluative frameworks that are increasing-
ly dominant in adjacent domains, such as HCI and service design.

The application of topic modeling to the 1,596 inconclusive 
articles provides further insights. The largest cluster, “digital and 
social innovation” (37.03%), corresponds to domains that are typ-
ically associated with reflective, ethical, and societal concerns. 
These works generally address emergent challenges using specu-
lative, conceptual, or value-driven perspectives, consistent with 
the principles of SCD (Dunne & Raby, 2013). While such contri-
butions are valuable, they may not meet traditional academ-
ic standards of evidence and reproducibility. The second most 
prevalent category, “design research and methodology” (26.25%), 
encompasses works that delve into the foundational principles, 
conceptual frameworks, and pedagogical dimensions of design 
as a discipline. These papers frequently engage with abstract or 
philosophical discussions about design thinking and research 
practice, but they do so without specifying data sources or pro-
cedural details. This further reinforces the prevalence of concep-
tual or exploratory work in the field. The third cluster, “product 
design and engineering” (24.12%), demonstrates engagement 
with technical systems and user-centered tools, yet exhibits min-
imal methodological transparency. This phenomenon may be 
indicative of a practice-based reporting style, which prioritizes 
the presentation of evidence over the exposition of underlying 
principles. Alternatively, it could be attributed to the influence of 
engineering disciplines, where methodological descriptions are 
implicit but not explicitly articulated.

6	 Conclusion

This study reveals that design science embraces a diverse array 
of knowledge-making strategies, many of which diverge from 
conventional empirical norms. As design increasingly interfac-
es with data-rich domains such as UX, CX, and digital product 
development, this lack of methodological articulation may hin-
der its ability to communicate contributions effectively within 
broader scientific discourses. Furthermore, the dearth of shared 
evidentiary standards jeopardizes the marginalization of entire 
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subfields—such as speculative or conceptual design—whose 
value is arduous to assess using conventional academic metrics. 
The findings indicate that a considerable proportion of design 
research either evades or exhibits an absence of the method-
ological transparency that is generally anticipated in other disci-
plines. While reflective, speculative, and conceptual approaches 
are integral to the field, their growing prevalence underscores the 
need for more precise criteria to distinguish between modes of 
inquiry and evaluate their scholarly merit. In the absence of a 
more precise methodological articulation, there is a risk that de-
sign research may be misclassified, misunderstood, or underval-
ued, particularly in fields where empirical grounding is widely 
regarded as the gold standard of credibility. This methodological 
opacity is indicative of a discipline that is deeply rooted in explo-
ration, practice, and reflection—forms of inquiry that resist fac-
ile classification and rarely conform to the reproducibility and 
auditability standards of the natural and social sciences. As de-
sign becomes increasingly intertwined with technology, reliance 
on systematic evaluation and data fluency grows. Consequently, 
the credibility and relevance of design will be contingent on the 
development of stronger methodological clarity and accountabil-
ity. In this context, this study serves as a preliminary step toward 
elucidating the methodological composition of design research. 
By mapping the distribution of empirical and nonempirical ap-
proaches, the study contributes to ongoing efforts to rethink what 
constitutes valid evidence in design—and how diverse modes of 
inquiry can be recognized, validated, and integrated into a more 
inclusive and methodologically reflective research culture.

Notwithstanding its contributions, this study is not without 
limitations. First, the classification system was dependent on au-
tomated keyword analysis in abstracts. While this method is scal-
able and efficient, it has the potential to overlook methodologi-
cal nuances or frameworks that are discussed exclusively in full 
texts. Second, although topic modeling offers insight into the in-
conclusive subset, it remains an interpretive tool, subject to sub-
jective interpretation. Third, the keyword sets utilized may not 
fully encompass the range of terms associated with qualitative 
or quantitative research, potentially leading to underrepresen-
tation. Furthermore, the expansion of the dataset to encompass 
a more extensive array of works and a wider spectrum of publi-
cation types would enhance the generalizability of the findings. A 
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further structural limitation is evident in the strategy employed 
for journal selection. In the absence of a formal taxonomy of de-
sign science, the focus on 10 prominent journals—though method-
ologically justifiable—may introduce epistemological bias. These 
publications may include a disproportionate representation of 
particular subfields or methodological preferences, thereby con-
stricting the breadth of the analysis. This may reveal a more ex-
tensive issue: the field could benefit from the development of a 
widely accepted taxonomy that defines its epistemic boundaries, 
paradigms, and methodological standards. The implementation 
of such a framework has the potential to enhance clarity, facil-
itate comparative research, and establish comprehensive eval-
uation criteria across the discipline. In essence, the mapping 
of methodological tendencies presented herein establishes a 
foundational framework for subsequent investigations into the 
epistemological dynamics of design research. Subsequent stud-
ies could build on this work by refining classification methods 
(e.g., through manual coding or supervised machine learning), 
increasing the scope of analysis, and exploring correlations be-
tween method and research impact. It is imperative to enhance 
methodological transparency and cultivate a unified lexicon of 
inquiry to ensure the advancement of the rigor, relevance, and 
recognition of design as a scientific discipline.
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Abstract

This study utilized a scientometric approach to examine the 
landscape of health knowledge management (HKM), employing 
co-occurrence analysis to map thematic developments from 1990 
to 2023. The data were retrieved from Web of Science and PubMed, 
and subsequently analyzed using VOSviewer and Excel 2019 to 
identify key patterns and collaborations. The findings indicat-
ed that the United States was a leader in research output, with 
Wright A and Sittig DF being particularly influential contributors. 
The co-occurrence map was comprised of four primary clusters: 
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(1) the impact of the Coronavirus 2019 (COVID-19) on health in-
formation management, (2) strategies to enhance healthcare 
performance and systems, (3) electronic medical records and 
related challenges, and (4) advancements in big data, Internet 
technologies, and foundational research. These clusters under-
scored pivotal domains that influenced HKM, accentuating the 
significance of effective knowledge management methodologies, 
particularly in the context of technological and global health 
transformations. The study emphasized the necessity of strategic 
resource allocation, investment in technological infrastructure, 
and international collaboration to enhance healthcare outcomes 
through effective knowledge dissemination and management.

KEYWORDS: co-occurrence, health knowledge management, bibliographic 
analysis, data science, research trends, data visualization
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1	 Introduction

In recent years, knowledge management has gained significant 
attention across various sectors and organizational sizes. Its 
presence has been observed in small niche businesses, interna-
tional firms, research institutes, and universities. Hansen and 
his colleagues, however, posit that knowledge management is 
not a recent development. The most prominent illustrations of 
this phenomenon include the proprietors of family-run busi-
nesses who have transferred their commercial acumen to their 
offspring, master craftsmen who have meticulously imparted 
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their trades to apprentices, and workers who have engaged in the 
exchange of ideas and expertise within the workplace (Hansen 
et al., 2005). It is, in essence, a substantial expanse of “com-
prising creation, acquisition, collation, sharing, use, reuse, and 
capitalization of knowledge in an organization” (Pandey, 2016, 
p. 1). A significant number of scholars have endeavored to char-
acterize this phenomenon, delineate its dimensional parame-
ters, and propose models and frameworks for its comprehension. 
According to Bennett and Gabriel (1999), the concept pertains to 
the capture, storage, dissemination, and utilization of knowledge. 
Additionally, Islam et al. (2011, p. 382) defined the concept as “pro-
cess of creating, acquiring, capturing, manipulating, storing, dis-
seminating and re-using knowledge both tangible and intangible 
knowledge assets available in implicit and explicit knowledge.” 
According to Ogunbanwo et al. (2019), this approach is conducive 
to enhancing performance and fostering innovation in tertiary 
institutions. In essence, knowledge management can be defined 
as a process that assists enterprises in identifying, selecting, ar-
ranging, extending, and transferring important information and 
specialist knowledge (Hron, 2006).

As would be anticipated, knowledge management—defined 
as the acquisition, storage, and dissemination of knowledge—
emerges as a pivotal managerial priority within any given orga-
nization (Beiryaei & Jamporazmay, 2010). This phenomenon has 
garnered considerable attention within the domains of health 
and medical science as well. This is predicated on the continuous 
growth of medical information, the fact that its utilization can 
significantly affect treatment and health outcomes, and the fact 
that it remains severely underutilized when needed (Abidi, 2007). 
Knowledge management in health can therefore benefit this area 
of science by helping to cope with the expansion of knowledge. 
The management of health-related knowledge is pivotal in deter-
mining how healthcare systems address the inundation of med-
ical information, facilitating its effective reception, processing, 
and dissemination. This capacity enables healthcare systems to 
overcome the deluge of medical and health information (Candy, 
2010) and to “promote and provide optimal, timely, effective, and 
pragmatic healthcare knowledge to healthcare professionals 
(and even to patients and individuals) where and when they need 
it to help them make high-quality, well-informed, and cost-ef-
fective patient care decisions” (Abidi, 2007, p. 2). The effective 
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management of health knowledge is of paramount importance, 
as it can ensure the quality of healthcare services provided by the 
health sector. Additionally, this approach would enhance individ-
ual decision-making processes, as the decision-making process 
itself is significantly influenced by knowledge (Morr & Subercaze, 
2010).

In summary, a substantial body of literature exists, compris-
ing numerous academic contributions that offer comprehensive 
overviews of various aspects of health knowledge management. 
Consequently, the substantial body of articulated accomplish-
ments in this theme renders the analysis of research on the ac-
complished contributions beneficial in general. Such analysis 
enables researchers and academia to identify fundamental in-
fluences and obtain a well-structured overview of the character-
istics and any developments in this research area. Bibliometric 
analysis is a research method employed to study trends in aca-
demic research. It involves the analysis of published scholarly 
works from databases such as Scopus or Web of Science. This 
approach offers insights into the global research landscape in 
a particular field, based on publication outputs (Alsharif et al., 
2020). It has emerged as a significant methodology for analyz-
ing dedicated research in a research field, providing academics 
with the following capabilities: (1) obtaining a comprehensive 
perspective, (2) identifying knowledge gaps; (3) generating novel 
research ideas, and (4) articulating their planned contributions 
to the area (Donthu et al., 2021). The objective of this study is to 
provide a comprehensive overview of the extant literature on 
health knowledge management. A bibliometric analysis of the 
field will be conducted to map out the existing perspectives and 
visualize the contributions made. This approach will facilitate a 
more profound comprehension of the state of the art and identify 
areas for future research.

2	 Methodology

This study employs a cross-sectional descriptive method with a 
scientometric approach. Furthermore, data science principles 
play a crucial role in managing and analyzing the extensive bib-
liographic data collected from Web of Science and PubMed. The 
process entails a series of data science techniques, including data 
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cleaning, normalization, and structured processing. These tech-
niques are imperative for guaranteeing the accuracy and consis-
tency of the data. These techniques enable the efficient manage-
ment of large datasets, facilitating the extraction of meaningful 
insights and patterns from thousands of research documents. 
This study employs a co-occurrence method to extract informa-
tion from citation databases. Initially, it identifies relationships 
and patterns within the processed data. In the subsequent stage, 
the relationships are visualized using the VOSviewer tool. The 
co-occurrence method can be regarded as both a form of content 
analysis and, to a certain extent, a data mining technique. The 
utilization of data visualization tools, such as VOSviewer, serves 
to illustrate fundamental data science practices, including net-
work analysis and graphical representation of intricate informa-
tion. These tools facilitate the generation of co-occurrence maps 
and clusters, thereby elucidating thematic relationships and 
collaborative networks within the domain of health knowledge 
management. Integrating data science methodologies enhances 
the robustness and depth of the bibliometric analysis, ensuring a 
systematic approach to mapping research trends and providing 
actionable insights into the evolving landscape of health knowl-
edge management.

2.1	 Data collection

The data for this study were retrieved from the Web of Science 
and PubMed databases on February 10, 2024. To ensure compre-
hensive coverage within the field, the study conducted searches 
using the following strategy: ((((Health knowledge management 
[Title/Abstract]) OR (Health km [Title/Abstract])) OR (*knowledge 
management [Title/Abstract])) OR (knowledge management [Title/
Abstract])) AND (Health [Title/Abstract]). Subsequently, a time span 
limitation was applied to the results, ranging from 1990 to 2023. 
This resulted in a total of 1,444 papers being reviewed. The data 
were stored in plain text format, and all files were aggregated 
into a single file.
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2.2	 Data analysis

The Web of Science analysis section was employed for the anal-
ysis, and Excel version 2019 software was subsequently utilized 
to create tables. The VOSviewer 1.6 software was utilized to gen-
erate science maps and co-occurrence maps, as well as to iden-
tify scientific clusters and newly formed co-occurrence clusters. 
In this visualization, the size of the circles is indicative of the 
weight, based on the co-occurrence of subjects, with a maximum 
length of 30. The data normalization method employed for net-
work visualization was the minimum strength and association 
strength. During the course of the data review process, extrane-
ous data were eliminated. It is imperative to acknowledge that 
the analyzed samples were scientific documents, including re-
search articles, reviews, and books. Consequently, this study does 
not encompass ethical considerations.

3	 Results

A systematic analysis of the collected data was conducted using 
VOSviewer 1.6 and Excel software to identify key trends and in-
sights in the domain of health knowledge management. The sub-
sequent sections offer a thorough examination of the data, em-
phasizing notable findings and identifying recurring patterns. 
The period of greatest document production in the domain of 
health knowledge management was observed in 2022. The data 
indicate a consistent upward trend in scientific output from 1990, 
with a particularly significant surge between 2017 and 2022. This 
substantial increase underscores the growing recognition and 
importance of this field during these years. The health care sci-
ences services subfield has demonstrated a leading role in scien-
tific production, with a cumulative total of 277 records. It is note-
worthy that the nascent field of medical informatics is positioned 
fourth, contributing 12% of the total scientific output. This un-
derscores the mounting significance of knowledge management 
within the healthcare sector (Table 1).
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Table 1.	 Research fields that have had the most 
scientific production in this field.

Research areas Record count

Health care sciences services 277

Business economics 276

Computer science 264

Medical informatics 203

Information science library science 196

Engineering 160

Public environmental occupational health 164

Operations research management science 62

General internal medicine 61

Environmental sciences ecology 59

Wright A and Sittig DF have been identified as the most prolif-
ic authors in the field of health knowledge management from 
1990 to 2024. The co-authorship network within this field has 
been revealed to consist of two distinct clusters. The first cluster 
consists of five authors centered around Wright D, while the sec-
ond cluster comprises three authors centered around Middleton. 
This co-authorship map underscores the collaborative nature of 
research within this field. This study analyzes the scientific pro-
duction in health knowledge management across various coun-
tries. The United States has accumulated an impressive number 
of records, with a total of 336, reflecting its leading role in the 
field. England follows with 158 records, and Canada is third with 
112 records, both showing strong engagement. Other countries 
that have contributed significantly to this field include Australia, 
with 81 records, and Italy, with 89 records. Significant contribu-
tions have also been demonstrated by countries such as China (97 
records) and Spain (91 records), suggesting a growing interest in 
health knowledge management. Among the countries exhibiting 
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lower outputs, Colombia has the fewest number of records at 20, 
while Iran, with 57 records, is notable for its contributions rela-
tive to its size and resources.

Figure 1 presents a scientometric map that illustrates inter-
national collaboration in the field of health knowledge manage-
ment. The map is based on publication years and uses clustering 
to demonstrate the international collaborative efforts in this field. 
The map indicates that the United States and Canada have been 
consistently active contributors, demonstrating a long-standing 
tradition of producing scientific literature in this area. It is note-
worthy that Iran and India have exhibited a marked increase in 
research output following 2019, underscoring their escalating 
engagement in health knowledge management research. This 
increase signifies a heightened global interest in the field, with 
these countries assuming a leading role in research initiatives.

Figure 2.	 Scientometric map of cooperation between countries.

Figure 2 illustrates the prominent institutions contributing to re-
search in health knowledge management. The scientometric map 
clearly demonstrates that Harvard University, the University of 
Toronto, and the World Health Organization (WHO) are at the 
forefront of significant research activities in this field. These in-
stitutions are recognized for their substantial contributions and 
leadership in advancing health knowledge management.
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Figure 3.	 Institutions producing scientific records.

Subsequent findings demonstrate the distribution of research 
funding among prominent organizations in the domain of health 
knowledge management. The United States Department of Health 
and Human Services is at the forefront, with 56 documented al-
locations, signifying a pronounced dedication to promoting re-
search in this domain. The Human Services sector has demon-
strated notable support, with 45 recorded funds. It is noteworthy 
that the National Institutes of Health (NIH) in the United States 
plays a pivotal role in this regard, as evidenced by the 27 record-
ed funds, which underscore its crucial position in fostering in-
novation and research. The National Library of Medicine (NLM) 
of the National Institutes of Health (NIH) received 26 funds, un-
derscoring its pivotal role in knowledge dissemination. On an 
international level, the National Natural Science Foundation 
of China (NSFC) has 23 recorded funds, thereby demonstrat-
ing China’s active involvement in global health research. The 
Canadian Institutes of Health Research (CIHR) and the European 
Union (EU) have also made notable contributions, with 20 and 18 
funds, respectively. The UK Research and Innovation (UKRI), the 
Spanish Government, the Agency for Healthcare Research and 
Quality (AHRQ), and the National Institutes of Health Research 
(NIHR) have provided substantial support, with each contribut-
ing between 10 and 13 funds (Table 2).
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Table 2.	 Institutions that have provided the most 
research funds in this field.

Institutions Record count

United States Department of Health and Human Services 56

Human Services 45

National Institutes of Health (NIH) USA 27

NIH  National Library of Medicine (NLM) 26

National Natural Science Foundation of China (NSFC) 23

Canadian Institutes of Health Research (CIHR) 20

European Union (EU) 18

UK  Research and Innovation (UKRI)

10–13
Spanish Government

Agency for Healthcare Research and Quality (AHRQ)

National Institutes of Health Research (NIHR)

Figure 3 presents a scientific map illustrating the co-occurrenc-
es within the field, categorized by year. The map employs a col-
or-coding system to differentiate between distinct time periods: 
purple signifies co-occurrences from 2015 and earlier, while yel-
low indicates the most recent occurrences. The map underscores 
several subjects that have gained prominence in recent years 
(from 2019 onwards), including big data, social media, innova-
tion, and leadership, thereby emphasizing their growing signifi-
cance in health knowledge management. Furthermore, since 2017, 
there has been an escalating focus on clinical decision-making 
and electronic health records, signifying an evolution in the em-
phasis on leveraging data and technology to optimize healthcare 
outcomes.
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Figure 4.	 Scientometric map (general) of co-occurrences in 
the field of health knowledge management.

As illustrated in Figure 4, the general map of co-occurrences is 
presented, based on the most frequent co-occurrences, without 
consideration of the year. The map is divided into four distinct 
clusters, each represented by a different color. These colors high-
light various words and phrases that are directly related to spe-
cific areas within the field of health knowledge management. The 
green cluster centers on the repercussions of the Coronavirus 
disease 2019 (COVID-19) on health knowledge management, ac-
centuating the pivotal function of knowledge mobilization in 
addressing health crises. This cluster reflects how the pandemic 
has influenced the management and utilization of health infor-
mation in emergency situations.
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Figure 5.	 The general map of co-occurrences based 
on the most co-occurrences and regardless 
of the year of document production.

The red cluster centers on themes such as performance improve-
ment, system activities, process optimization, resource manage-
ment, and information systems. This underscores the necessity 
of enhancing efficiency and effectiveness within health systems 
through the implementation of superior management practic-
es. This cluster underscores the ongoing endeavors to enhance 
health processes and resources, with the objective of optimizing 
overall system performance. The yellow cluster underscores the 
significance of electronic health records, hospitals, and the as-
sociated challenges. The text addresses subjects related to the en-
hancement of health services and the management of knowledge 
within electronic systems. This cluster underscores the pivotal 
function of digital health records in optimizing service delivery 
and patient outcomes, while concurrently addressing the obsta-
cles encountered during the implementation and management 
of these systems. Consequently, the blue cluster places a pro-
nounced emphasis on research and development, particularly 
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in domains such as big data, the Internet, fundamental research, 
and technological development. This development signifies the 
advancement of knowledge and technology in the health sector, 
illustrating the integration of innovative tools and data analytics 
in health research. The map offers a comprehensive representa-
tion of the multifaceted subjects related to knowledge manage-
ment in health, illustrating the interconnection and contribution 
of diverse domains to the field’s overarching understanding.
As illustrated in Figure 5, the initial cluster of the scientific map 
of co-occurrences in the domain of health knowledge manage-
ment is represented. This cluster encompasses 19 pivotal items 
that play a substantial role in this domain. Among the most sa-
lient of these developments are the concepts of “big data,” “elec-
tronic health records,” and “patient safety,” which have become 
pivotal components in the contemporary healthcare landscape.

Figure 6.	 The first cluster of the scientometric map of co-occurrences 
in the field of health knowledge management.
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As illustrated in Figure 6, the second cluster in the scientific map 
of co-occurrences in health knowledge management is presented. 
This cluster encompasses 19 pivotal elements, with a concentra-
tion on critical domains such as performance, dynamic capabili-
ties, healthcare, information technology, and knowledge sharing.

Figure 7.	 The second cluster of the scientometric map of co-
occurrences in the field of health knowledge management.

As illustrated in Figure 7, the third cluster in the domain of 
health knowledge management comprises 13 items. This cluster 
places significant emphasis on decision-making, education, evi-
dence-based medicine, and knowledge translation, underscoring 
the significance of informed decision-making and the dissemina-
tion of knowledge in healthcare.
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Figure 8.	 The third cluster of the scientometric map of co-occurrences 
in the field of health knowledge management.

Figure 8 illustrates the fourth and final co-occurrence cluster 
in the domain of health knowledge management. This cluster, 
which is comprised of nine items, focuses on topics such as big 
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data, electronic health records, and hospitals. It emphasizes the 
role of data and technology in modern healthcare systems.

Figure 9.	 The fourth cluster of the scientometric map of co-
occurrences in the field of health knowledge management.

4	 Discussion

The bibliographic analysis conducted in this study illuminates 
various aspects of research in health knowledge management, 
offering valuable insights into the current state of the field and 
its implications for healthcare practice and policy. The analysis 
yielded several noteworthy trends in research output, including 
the preeminence of certain subfields within health knowledge 
management and the contributions of specific authors, institu-
tions, and countries. Understanding these trends can inform fu-
ture research priorities (Drysdale et al., 2013) and collaborations, 
helping to advance knowledge and innovation in healthcare. The 
present findings are consistent with those of previous research 
studies (Amri & Abed, 2023; Ibeh et al., 2024; Khang et al., 2024; 
Okolo et al., 2024; Ravikumar et al., 2023), which have also 
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identified emerging topics such as big data, social media, inno-
vation, and leadership as key areas of focus within health knowl-
edge management. These trends underscore the evolving nature 
of healthcare delivery and the increasing importance of leverag-
ing technology and data-driven approaches to improve patient 
care and organizational efficiency. Bendowska and Baum’s (2023) 
research demonstrated that medical care cooperation can result 
in several notable benefits, including enhanced patient safety, 
reduced hospitalization rates, and a decline in medical errors. 
Additionally, these findings suggest that such cooperation can 
also lead to improved patient access to medical services. The col-
laboration network that was revealed by the analysis highlights 
the importance of global cooperation in advancing research and 
addressing complex healthcare challenges. The United States, 
Canada, Iran, and India have emerged as key contributors to 
the field, indicating a growing interest and investment in health 
knowledge management across diverse geographic regions.

The findings of this study have practical implications for 
healthcare practice and policy. By identifying knowledge gaps 
and areas of research focus, healthcare organizations and poli-
cymakers can better allocate resources and prioritize initiatives 
aimed at enhancing knowledge management practices. This en-
compasses investments in information technologies, cultiva-
tion of a culture of knowledge sharing and collaboration, and 
formulation of strategies to effectively utilize health data for 
decision-making and quality improvement. While the analysis 
provides valuable insights into the current landscape of health 
knowledge management, several challenges and opportunities 
for future research warrant consideration. These objectives may 
encompass addressing issues related to data privacy and security, 
enhancing interdisciplinary collaboration between healthcare 
and information science disciplines, and exploring innovative 
approaches to knowledge dissemination and implementation in 
real-world healthcare settings. It is imperative to acknowledge 
the limitations of this study, including the reliance on biblio-
metric data, which may not fully capture the scope of research 
activities in health knowledge management. Furthermore, the 
analysis may be subject to biases inherent in the selection and 
interpretation of data, albeit unintentionally. Future research 
endeavors could augment bibliometric analysis with qualitative 
methodologies to facilitate a more comprehensive understanding 
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of the factors that influence research trends and outcomes in this 
domain.

5	 Conclusion

In summary, this bibliographic analysis offers valuable insights 
into research trends in health knowledge management. The find-
ings of this study underscore the significance of implementing 
effective knowledge management strategies, particularly in the 
context of technological advancements and global collaboration. 
Practical implications of this paradigm shift include the need for 
prioritizing resources, investing in information technologies, and 
fostering collaboration to improve healthcare outcomes. While 
this study offers valuable insights, future research should ad-
dress its limitations and explore complementary methodologies. 
This analysis contributes to the understanding of health knowl-
edge management and informs future research and practice in 
healthcare.
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