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PREFACE

‘ N J ¢ are honored to present the papers of the II Inter-

national Symposium on "Generation and Transfer of
Knowledge for Digital Transformation" (SITIC 2023). The
event, a global gathering, was held at the Starfish Cayo
Santa Maria Hotel in the province of Villa Clara, Cuba, in
conjunction with the IV International Scientific Conven-
tion of the Central University "Marta Abreu" of Las Villas.
This unique location served as a melting pot of ideas and
perspectives from across the world.

The development of modern societies is inextricably
linked to their informatization. The digital transformation
of all socio-economic processes, a journey we are all part
of, allows for an increase in efficiency and effectiveness.
In order to achieve this, it is necessary to utilize advanced
industrialization technologies, also referred to as enabling
technologies of digital transformation. This informa-
tion-based revolution continuously evolves the formats
and methods used to search, retrieve, process, and utilize
information, with each of us playing a crucial role in this
transformation.

Progress in this development context is not feasible
without completing the R&D&I cycle, for which knowl-
edge transfer is of significant consequence. The knowledge
produced by research must be transformed into practical
technologies that can address challenges and be incorpo-
rated into productive processes.

The objective of the symposium, entitled "Generation
and Transfer of Knowledge for Digital Transformation," is
twofold: firstly, to disseminate the main scientific results

viii



PREFACE

achieved in the field of information technologies and, sec-
ondly, to establish a framework for scientific exchange on
these. The event was held at the Starfish Cayo Santa Maria
Hotel in Cuba between November 15 and 17, 2023. Attend-
ees included researchers, educators, professionals, and
students from a range of academic disciplines. The papers
presented in the thematic axis, "Information and Knowl-
edge for Development," are included in these proceedings.
Out of 24 submissions during the event, 13 full papers
were accepted. We would be remiss if we did not acknowl-
edge the contributions of all the authors who submitted
their papers, the members of the Organizing Committee,
and all the reviewers who played a pivotal role in enhanc-
ing the quality of the work presented. Furthermore, grat-
itude is extended to the speakers who proffered their
insights and the audience who engaged with the SITIC
2023 proceedings.

Maria Josefa Peralta Gonzalez
Central University “Marta Abreu” of Las Villas
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ABSTRACT

Libraries are immersed in a process of structural change, where the
implementation of new competency practices means bringing them into
conformity with the needs and demands that arise in the information
and knowledge society. The growth of technologies and information
sources, which are scattered on the Internet, implies the task of obtain-
ing information from a large number of sources available on the Web.
The realization of information queries from heterogeneous and geo-
graphically dispersed sources requires the implementation of methodol-
ogies and regulations, as well as the construction of tools. The research
aims to analyze the methodologies created so far in libraries, for the real-
ization of authority control. It was necessary to use both theoretical and
empirical methods in the collection of information. In the last 10 years,
it is evident in the analyzed methodologies, the beginning of the use of
Resource Description Framework (RDF) format for linking and interoper-
ability of data. What used to be a long and time-consuming process, with
the use of RDF, the speed and flexibility of the information expressed in
this format can be verified.

Keywords: authority control, heterogeneous sources, methodolo-
gies, university libraries
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1. INTRODUCTION

In the context of evolving library and information center
environments and the growing diversity of information
sources on the network, the concept of authority control
is emerging as a new trend. The advent of new technolo-
gies has led to a proliferation of automated bibliographies,
which has contributed to the designation of the current
era as the “Information and Knowledge Era.” The auto-
mation of objects on the Web is a challenging endeavor,
primarily due to the sheer volume and complexity of the
information they contain, which renders manual manage-
ment impractical.

In the context of the Cuban web environment, there
exists an exchange network utilized by academic institu-
tions for the organization, representation, and dissemina-
tion of information within the academic domain. It serves
as a gateway to authoritative databases, facilitating the
retrieval of pertinent and current information. The Uni-
versity Cooperation Network 1, “Strengthening the role
of information and communication technologies (ICTs)
in Cuban universities for the development of society,” is a
collaborative initiative comprising the University of Pinar
del Rio, the University of Informatics Sciences (UCI), the
University “Oscar Lucero Moya” of Holguin, the Univer-
sity “Ignacio Agramonte y Loynaz” of Camagiiey (UC), the
University of Oriente (UO), and the Central University
“Marta Abreu” of Las Villas (UCLV).

The network has an institutional repository (DSpace),
a library management system (ABCD), and an educational
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learning platform (Moodle). The primary objective is to
unify all the authorities within the network, thereby facili-
tating efficient search and retrieval of information. In view
of the necessity and significance of authority control in
the network, the present study has been undertaken. The
proposed methodology, which emerges from the project
as a result, represents a significant step forward in terms
of the organization and retrieval of information contained
in the ICT Network. Furthermore, it will facilitate the
identification of the most viable and effective elements
for the advancement of both the academic and working
environments.

The research conducted over the years has contributed
to the international context by developing methodologies
and methodological guidelines for the control of authori-
ties, as well as for the work with authorities (Herrero &
Diaz, 2009; Herrero Pascual, 1999; Hyland & Wood, 2011;
Magliano, 2002; Martinez Saldafa, 2006; Vaca Palacios,
2018; Villazén et al., 2011; Yi-hang Pong, 2005).

In Cuba, research is conducted with greater emphasis
on collaboration with authorities, with findings dissemi-
nated in theses and scientific articles. On an annual basis,
each member university of the ICT Network conducts a
comprehensive assessment, presenting a detailed report
on the research activities undertaken within their respec-
tive faculties and study and research centers. The proce-
dure fulfills an informational requirement for this specific
purpose; however, it does not permit the retrieval of indi-
vidual data regarding the authors of the scientific output of
each study center precisely because it is not organized or
structured through the control of authorities.

A further issue that arises in the context of scientific
production is the variety of signatures that authors have
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historically employed in the preparation of their research
works. As a result, the evaluation of both external and
internal research is an ongoing and challenging process for
those responsible for this task, with the aim of contributing
to decision-making and the development and promotion of
the visibility and impact of scientific production in univer-
sities. The member universities of the ICT Network employ
a considerable number of professors and researchers who
disseminate their work at the national and international
levels. These institutions possess a substantial corpus of
published and unpublished research papers, which are cur-
rently not accessible through a unified system that catalogs
and organizes the scientific output of their creators.

As time progresses, data assumes greater significance
across a range of domains, given its potential to encom-
pass information that may be inaccessible or challenging to
obtain otherwise. The removal of duplicate records within a
single database represents a crucial phase in the data cleans-
ing process, as these can impact the outcomes of a search
or the processing of information. As databases grow in size,
the complexity of the matching process represents a signifi-
cant challenge to the integration of heterogeneous data.

A number of authors have put forth their respec-
tive proposals for the methodology of authority control.
Each of these approaches, in accordance with the specific
attributes of their respective institutions, elucidates the
nuances of their work, thereby facilitating the identifica-
tion of pertinent references and variant forms of the head-
ing. It is evident that none of these methodologies can be
applied to the context of Cuban universities, as they remain
merely a proposal and have not been implemented. Fur-
thermore, each methodology aligns with the specific char-
acteristics of the institutions where they were developed.
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These methodologies are not aligned with the technolog-
ical advancements that university libraries are currently
experiencing. Additionally, they do not fully address the
heterogeneity of data present in modern information sys-
tems. These norms are outdated and do not align with the
technological advancements of the modern era. Addition-
ally, they are not designed to accommodate the diverse and
evolving nature of data. As a result, these methodologies
cannot be applied in the Cuban national context.

2. METHODOLOGY

The research is predominantly quantitative in nature.
However, both qualitative and quantitative data are sub-
jected to investigation, analysis, grouping, and description
in order to provide a solution to the previously proposed
objectives. The study is descriptive in nature, offering a
comprehensive account of the terminology, control author-
ities, access points, and heterogeneous data sources, along
with a detailed examination of their characteristics, devel-
opment, and evolution on the Web. Furthermore, the
research examines and describes the experiences of work-
ing with authority control at the national and international
levels, as well as in academic settings.

A documentary analysis was conducted to identify
materials pertinent to the research topic. The information
was obtained through the documentation gathered from
primary and secondary sources, including electronic jour-
nals, websites, and web articles, in order to gain insight
into the existing literature on the subject and to under-
stand the significance of authority control. Upon comple-
tion of the bibliographic review, the topic to be addressed
was selected and subjected to analysis.



3. RESULTS AND DISCUSSION

A number of methodological proposals have been put
forth with regard to the implementation of a control of
authorities. It is essential to consider the fundamental
aspects in order to develop a proposal that is accurate and
effective. It is crucial to consider the primary regulations
that govern the preparation process. Many institutions,
based on the documents to be standardized and their spe-
cific attributes, determine the regulations to be utilized.
These regulations outline the manner in which the con-
tents should be employed for the creation of the control
of authorities.

It is crucial for cataloguers, in collaboration with
their respective institutions, to ascertain that no existing
authority record corresponds to the subject matter of the
proposed new record. It is essential to establish the spe-
cific terms that will be used for the controlled vocabulary,
as well as the structure of the heading and the relation-
ships that these may have. It is incumbent upon the spe-
cialist engaged in this endeavor to document the sources
consulted in the preparation of this record.

It is of the utmost importance that there is a rationale
to justify the creation of the record and its references. It
is not possible to create a name authority record in the
absence of a bibliographic entity that serves as an access
point. In the event of a potential conflict between simi-
lar or identical geographical names, additional sources of
information will be consulted to resolve the issue. The var-
ious methodologies identified in the scientific literature
are presented below. Each of the aforementioned sources is
then subjected to a detailed analysis, with particular atten-
tion paid to the most significant aspects identified.
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As illustrated in Figure 1, each author establishes a
methodology that is informed by their place of origin and
the linguistic characteristics of their language. In her initial
proposal for the establishment of a control of authorities,
author Cristina Herrero Pascual outlines four fundamental
steps. The initial step delineates the nature of these access
points, which pertain to authors, titles, and subjects. The
second step addresses the issues that arise with regard to
the names of institutions, including the use of upper and
lower case letters, the language of the name, geographi-
cal names, and so forth. The registration of the authorities
and their references in the specified format and software
constitutes the third step of this methodology. In general
terms, this step addresses the importance of using com-
patible formats when converting the data in the authority
files to an international data interchange format. Finally,
the maintenance of the list of authorities is responsible for
updating the file and ensuring its consistency, as this will
affect both the access to records by users and the online
cataloging work that is done on a daily basis.

In her methodology, author Magliano (2002) proposes
that ratings in the form of a word or phrase should be
based on reference works. Furthermore, she demonstrates
the validity of the choice of areas by subject despite the
difficulties associated with the numerous cases of identical
names. The qualification of authors with identical names
is conducted through the use of dates, both for national
and international authors. While the Chinese researcher
Yi-hang Pong’s (2005) methodology is oriented towards
satisfying the needs of the bilingual community, improving
and streamlining authority control operations, establish-
ing standardization for name titles, and establishing prin-
ciples for the selection of authority records.



In the context of the Hong Kong Chinese Authority
Name (HKCAN) authority check, the presence of a word
or combination of words within a name entry may be
regarded as a distinctive element. However, this is not to
say that such elements are inherently problematic. Indeed,
they may be qualified in such a way as to minimize the
likelihood of confusion. The distinctive element is typi-
cally defined as one of the following: “English compound
words,” “non-dictionary English words,” or “unusual com-
binations of two or more letters as a key part.” In certain
instances, commonplace terms employed in a manner that
is deemed “distinctive” may also be regarded as distinctive
elements.

In her master’s thesis, author Martinez Saldafia (2006)
puts forth an alternative proposal for the formulation of
policies and rules governing the functioning of the work.
Furthermore, the adoption of international standards will
ensure the quality of the research process for new author-
ities and facilitate the standardization of name and subject
registration. The final proposal, presented years later than
the initial methodology proposed by Cristina Herrero Pas-
cual, emphasized the importance of ensuring that homon-
ymy is avoided. Historically, authors have adopted a variety
of signatures in the preparation of their research works.
Consequently, the designation of an author’s name is con-
tingent upon the existence of a singular form, irrespective
of the number of publishing options that the author may
have pursued.

A group of researchers led by Villazén (2011) put forth
a series of methodological steps for the publication of
data from government administrations as linked data. The
authors put forth the proposition that the process of pub-
lishing linked data should be subject to a defined life cycle,

8



which they themselves have divided into five fundamen-
tal stages. In the initial phase, designated “Specification,”
an examination of government data sources is conducted,
a Uniform Resource Identifier (URI) is devised, and the
licenses associated with the published linked data are
established. Phase 2, designated as “Modeling,” pertains
to the construction and reuse of ontologies. These ontol-
ogies are expressed in Web Ontology Language (OWL) or
Resource Description Framework (RDF) and comprise the
cleaning of the data and the linking of the data with other
previously published data collections, thereby enhancing
the discovery and reuse of the data. Generation ensures
the transformation of existing data in the data sources to
RDF networks and the cleaning of said data. In the subse-
quent phase, the RDF graphs are published on the Web,
accompanied by the metadata pertaining to these graphs,
specifically utilizing the Vocabulary of Interlinked Datasets
(VoID) vocabulary. The final phase of this methodological
process is the development of tools that utilize the pub-
lished linked data.

Hyland and Wood (2011) published an article entitled
“A Cookbook for Publishing Linked Government Data on
the Web,” in which they proposed a set of five steps for
the publication of linked data. The initial step, entitled
“Modeling the Data,” facilitates the reusing and merg-
ing of data sets. The proposal introduces a fundamental
schema that streamlines the conventional methodology
for generating linked data (Hidalgo et al., 2018). The sec-
ond step is known as “Naming Things on the Web with
URIs.” This step considers the URI naming strategy, which
provides principles for choosing the appropriate domain
for URI sets, path structure, change management, and
machine- and user-readable formats. The third step is to

9
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Figure 1. Methodologies for the control of authorities. Prepared by the
authors.
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reuse vocabularies whenever feasible. This entails the use
of vocabularies to describe people, places, and other enti-
ties. Furthermore, it encompasses the utilization of Dublin
Core terms, which pertain to the description of metadata
pertaining to published works. The subsequent phase is
the conversion of data to RDE which is simply the source
data in a representation or serialization of linked data. Val-
idation is an essential process that helps avoid unnecessary
errors when data are loaded into an RDF database. The
publication of human- and machine-readable descriptions
represents a form of public communication by an organiza-
tion. Consequently, data policies must be verified in a Web
environment.

In 2018, a collective of authors from various countries
published the “Methodological Guidelines for Publish-
ing Library Data as Linked Data.” The publication pres-
ents five methodological guidelines that provide guidance
on the publication of library data as linked data, with a
particular focus on ensuring the interoperability of such
data. The initial guideline proposed by the authors is data
extraction. They assert that their primary objective is to
extract and store library data from heterogeneous data
sources. The second proposed activity is data preprocess-
ing, which ensures the cleaning and standardization of
select metadata fields, including date, volume, and journal
numbers, thereby markedly enhancing their quality. The
third guideline is data modeling, which is the definition
of an ontological model for the sharing and annotation of
library data. This model determines the ontologies that
will be used to model library data. In order to transform
previously extracted, stored, and modeled library data into
RDF triples, the fourth step, referred to as data publishing,
provides the defined ontology model and the intermediate

1



database. The output is a set of one or more RDF graphs
comprising the library data. This phase is subdivided into
three distinct tasks: transformation, linking, and publish-
ing. The final activity, data exploitation, enables the cre-
ation of practical applications that utilize the previously
published linked data.

In her doctoral dissertation, Vaca Palacios (2018)
asserts that a review of the policy manual enabled her
to obtain the findings of her research. This constituted a
fundamental step in the analysis of the information and
in the clarification of the contents of the documents in
the repository of the University of Antioquia. The meth-
odology allows for the advancement of attributes in the
controlled languages of the subjects, thereby facilitating
access and recovery of information contained in the repos-
itory’s databases. Concurrently, the descriptors are unified
to ensure greater organization and validation with the var-
ious web-based tools currently available. The objective of
this authority control is to verify the correct spelling of
the names of the researchers and thus unify the authority
records belonging to a given author.

The aforementioned methodologies share a number
of similarities, including their foundation on fundamental
international formats and guidelines for authority work.
Herrero Pascual (1999) developed a methodology, “Appli-
cation in Automated Catalogs,” which aligned with GARE
standards. This approach facilitated the standardization of
catalog headings related to access points. In 2004, Magli-
ano primarily draws upon extant models within interna-
tional projects such as VIAF, LEAF, NACO, FRANAR, and
IFLA. The standard utilized is the UNIMARC/Authorities:
Universal format for authorities.
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The proposed Chinese names authority is based on the
MARC 21 format, which is designed for use with multi-
lingual materials. The Anglo-American Cataloguing Rules,
2nd edition (AACR?2) oversee it, as well as the Library of
Congress Subject Headings (LCSH) thesaurus rules. The
methodology proposed by the author, Martinez Saldafia,
makes fundamental contributions to the processing of per-
sonal, corporate, meeting, and geographic name records,
as detailed in the PCC/SACO program and NACO train-
ing manual. The proposed method for creating records is
through the OCLC ConnexionClient interface. MARC tags
are employed for the purposes of referencing, indicating
related items, providing notes, and sourcing, among other
functions. Herrero Pascual and Diaz (2009) demonstrate
that it adheres to the authority data model established by
the primary international standards and guidelines, includ-
ing FRANAR, GARR, MARC 21, and AACR2.

4. CONCLUSIONS

In the field of library data mining, two fundamental tech-
nological issues emerge: the design of middleware and the
mapping of schemas. One of the limitations of these meth-
odologies, particularly those developed at the turn of the
century, is their inability to handle heterogeneous data and
their adherence to highly outdated regulatory frameworks.

REFERENCES

Herrero, C., & Diaz, P M. (2009). Gestién de un fichero de autori-
dades en el marco de la biblioteca digital de historia del pens-
amiento politico “Saavedra Fajardo”. Ibersid, 3, 209-215. https://
doi.org/10.54886/ibersid.v3i.3741

Herrero Pascual, C. (1999). El control de autoridades. Anales de Doc-
umentacion, 2, 121-136.

13



Hidalgo-Delgado, Y., Marifio-Molerio, A. J., Amoroso-Fernandez, Y.,
& Leiva-Mederos, A. A. (2018). Some reflections on linked open
data in Cuba. Revista Cubana de Informacién en Ciencias de la Salud
(ACIMED), 29(4), 1-9.

Hyland, B., & Wood, D. (2011). The joy of Data-A cookbook for publish-
ing linked government data on the web. Springer. https://doi.
org/10.1007/978-1-4614-1767-5_1

Magliano, C. (2002). Guidelines and methodology for the creation of
the SNB authority file.

Martinez Saldafia, J. M. (2006). Control de autoridades. Metodologia
para crear Registros de Autoridad Catalogrdfica [Tesis de maestria,
Tecnolégico de Monterrey-Universidad Virtual, México].

Vaca Palacios, Y. M. (2018). Control de autoridades y estandarizacion de
metadatos en las materias y en los autores que se hayan identificado del
repositorio institucional de la Universidad de Antioquia [Tesis de grado,
Universidad de Antioquia, Colombia].

Villazén, B., Vilches, L. M., Corcho, O., & Gémez, A. (2011). Meth-
odological guidelines for publishing government linked data. Facultad de
Informatica, Universidad Politécnica de Madrid. https://doi.
org/10.1007/978-1-4614-1767-5 2

Yi-hang Pong, J. (2005). Hong Kong Chinese Authority (Name) project—
The HKCAN XML. http://dspace.cityu.edu.hk/bitstream/2031/
609/1/presentation.html

14



Management of personal data

by students of the Faculty of
Mathematics, Physics, and Computer
Science in social networks

Manuel Osvaldo Machado Rivero

Directorate of Scientific and Technical Information, Central University
“Marta Abreu” of Las Villas, Cuba.

Email: mosvaldo@uclv.edu.cu,

ORCID: https://orcid.org/0000-0001-5095-8389

Leyany Maria Alvarez Bravo

Villa Clara Provincial Prosecutor’s Office, Cuba.
Email: alvarezleyany@gmail.com,

ORCID: https://orcid.org/0009-0006-8884-7186

ABSTRACT

This study described the behavior of students of the Faculty of Mathemat-
ics, Physics, and Computer Science (FMFC) regarding the management
of personal data (PD) in social networks (SNs). It was a non-experimen-
tal, descriptive, and cross-sectional study. A questionnaire was applied
to a probabilistic purposive sample of 159 students of the FMFC, where
subjects were chosen from all years and careers in an approximate num-
ber and not less than 40% of the total enrollment of each year. The SNs
most used by the respondents were WhatsApp and Facebook. First and
last names, voice messages, age, and photos were the PD most shared
on the networks; this occurred mainly with family and friends. To pro-
tect the data, students prefer to change the password from time to time
since their main concern is to publish in SNs using their name; therefore,
they attached greater importance to cancel their PD in case of being
used inappropriately. Personal data breaches were only reported on the
SN Facebook. Social networks are platforms for interaction and flow of
an increasing volume of personal and general data, and there is a high
risk that they may be violated due to the lack of knowledge of the users
themselves.

Keywords: personal data, data management, social networking,
personal data security
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1. INTRODUCTION

Every day, through social networks (SNs), a huge vol-
ume of data is exchanged, of which a significant percent-
age constitutes personal data (PD). According to Acuna
Llamas (2018): “personal data is any information relat-
ing to a natural person, which identifies him or her or
makes him or her identifiable. It is the information that
describes us, that gives us identity, characterizes us and
differentiates us from other individuals.” Many times PD
are shared in SNs without the knowledge that they can be
used by other people for dissimilar purposes, including
illicit activities.

Young people constitute a very active social group in
SNs, and within this group, university students are a seg-
ment with a marked use of these platforms. The interaction
with their faculty, the outreach and social dynamics of uni-
versities, the socio-communicative needs of young people, as
well as the processes of computerization of modern society,
motivate more and more university students to create pro-
files and develop a cyber-life within the network of networks.

Each user who registers and interacts in an SN pro-
vides, from the very moment he or she enters the network,
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a significant amount of data, mostly of a personal nature
and with the capacity to identify the subject in question.
To this should be added an even larger volume, which may
include voice messages, photos, videos, messages contain-
ing identity numbers, e-mail addresses, among others.
Providing a greater or lesser number of PD in the networks
will depend to a large extent on how much privacy each
person wishes to maintain in their profiles and lifestyle on
the Internet.

It is, therefore, necessary to know how students handle
their PD in SNs in order to teach them about the dangers
of this practice and how to minimize the risks to which
they are exposed. Given the problem of the lack of knowl-
edge about the behavior of students in the Faculty of Math-
ematics, Physics, and Computer Science (FMFC) regarding
the handling of PD in SN, the objective of this research is
to describe the behavior of students of the FMFC regarding
the handling of PD in SNs.

2. METHODOLOGY

Non-experimental, descriptive, and cross-sectional
research. Theoretical methods were used: analytical—syn-
thetic and inductive—deductive, as well as empirical: doc-
umentary analysis, survey, mathematical, and statistical
methods.

An intentional probabilistic sample of 159 individu-
als (90% confidence interval and 10% margin of error)
was chosen from a population of 329 students belonging
to the FMFC, which also complied with the requirement
that it included no less than 40% of the total enrollment
of each of the years for each career, which was chosen
by raffle method. A questionnaire of closed questions
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was applied to the subjects, designed taking as a refer-
ence the one proposed by Nieves Lahaba and Ponjuan
Dante (2021), which was structured in the following
dimensions:

* General data: Data were requested regarding age, gen-
der, career, and year of study and whether or not he/she
uses any SN (Pefia Garcia, 2019).

* Social networks used: We inquired about the SNs in
which each subject interacted, the time they usually
spend on each of their platforms, and the purpose for
which they use them (Reolid Martinez, 2018).

* Personal data security: Information was collected on
which data respondents most frequently share through
their SN, with what type of people this interaction oc-
curs, as well as the routines employed to protect their
accounts and data (Weepiu Samekash, 2020).

* Personal data privacy: Information was collected on ex-
periences with data security breaches in any SN and
what kind of consequences caused by such a breach
were of most concern to them (Donald Frauenstein,
2020).

* Rights over personal data: The level of importance giv-
en by the subjects to different situations in which rights
over PD could be involved was assessed (Nieves Lahaba
& Ponjuan Dante, 2021).

* Measuring instruments: A Likert scale (very important,
not important, and not important at all) was used to ob-
tain results regarding the dimension of rights over PD
through the rights of access, rectification, cancellation,
and opposition (ARCO).
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3. RESULTS

The sample was predominantly female (54.72%), and the
average age of the respondents was 20.92 years, with a pre-
dominance of the 20-21 years age group (18.87%).

The majors and years with the highest representation
were Computer Science (46.27%) and Computer Engi-
neering (43.28%), as well as the second (37.31%) and first
year (32.09%), which was due to being the two majors and
years with the highest enrollment at FMFC.

One hundred percent of the students indicated using
some SN, resulting in WhatsApp (99.37%) being the
most used, followed by Facebook (90.57%) and Instagram
(73.58%), while TikTok turned out to be the least used
(4.40%).

Regarding the purposes for which students have used
their SN, the results were as follows:

* WhatsApp: 100% to communicate with family and
friends, 77.22% to exchange with teachers and class-
mates, and 4.43% to be informed about current affairs.

* Facebook: 83.33% to communicate with family and
friends, 49.31% to meet other people, and 47.22% to
inform themselves about current affairs.

* Instagram: 94.02% to meet other people, 17.95%,
10.26% to be informed about current affairs, and 1.71%
to communicate with family and friends.

* Telegram: 68.18% to be informed about current affairs,
31.82% to communicate with family and friends, and
10.61% to meet other people.

* TikTok: 71.43% to meet other people and 57.14% to
communicate with family and friends.
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e Twitter: 93.33% to be informed about current affairs
and 13.33% to meet other people.

Table 1 shows the results regarding the time students
dedicate daily to each SN. In WhatsApp, about 70% indi-
cated dedicating between 7 and 8 hr daily, while in Face-
book, the majority used it for 2-3 hr, for the rest of the SNs
the interval of 1 hr predominated.

%: Percentage calculated based on the total number of
users that use each social network.

Table 2 shows the percentage of users who stated that
they shared their different PD in relation to each SN. In
general, the most shared PD were names and last names,
as well as photos.

It was analyzed with which audience the students
exchanged their PD, as a result it, was obtained that:

* First and last names: 71.7% were exchanged with family
members, 68.55% with friends, 67.3% with teachers,
63.52% with the general public, and 62.26% with ac-
quaintances.

* Photos: 84.91% were exchanged with family members,
76.73% with friends, 30.19% with the general public,
17.61% with acquaintances, and 8.81% with teachers.

* Videos: 90.57% were exchanged with family members,
77.36% with friends, 4.40% with teachers, and 4.4%
with acquaintances. This type of PD was not socialized
with the general public.

* Voice messages: 95.6% were exchanged with family
members, 91.82% with friends, 67.92% with teachers,
and 38.36% with acquaintances. This type of PD was
not socialized with the general public.
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Personal identity number: 47.8% was shared with fam-
ily members, 15.09% with teachers, and 9.43% with
friends. This PD was not shared with acquaintances or
the general public.

Home address: 52.83% were shared with friends,
35.85% with family members, 27.67% with teachers,
and 8.18% with acquaintances. This PD was not shared
with acquaintances or the general public.

Private telephone: 73.58% was exchanged with friends,
69.18% with family members, 58.49% with teachers,
16.98% with acquaintances, and 5.03% with the gen-
eral public.

Bank account: 22.64% was exchanged with family mem-
bers. This data was not socialized with any other type
of audience.

Email: It was exchanged in 59.12% with teachers,
16.98% with relatives, 13.84% with friends, 4.40%
with acquaintances, and never with the general public.
Age: 67.92% were exchanged with friends, 58.49% with
teachers, 57.86% with family members, 18.24% with
the general public, and 16.98% with acquaintances.
Gender: 62.26% were exchanged with friends, 48.43%
with teachers, 36.48% with family members, 22.01%
with the general public, and 16.98% with acquaintances.
Sexual orientation: 27.04% were exchanged with
friends, 18.87% with relatives, 12.58% with acquain-
tances, 4.4% with teachers, and 4.4% with the general
public.

A total of 18.87% of the respondents stated that they

had suffered some violation of their PD in the SNs, with
100% of these events being reported on Facebook.
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The greatest concern of students regarding privacy
(97.76%) was that they post on SNs using their name, fol-
lowed by having their identity supplanted and losing con-
trol of their SNs (both with 87.31%).

When examining the routines used by students to pro-
tect their PD in SN, it was found that “elaborate a com-
plex password” and “change password every so often” were
the most employed (60.38%), a result very similar to that
published by Nieves Lahaba and Ponjuan Dante (2021).
Seventy-five percent of the respondents stated that they
combined three or more routines to increase the security
of their SNs.

The behavior of the indicators of ARCO to PD analyzed
from the category “very important,” evidenced results that
show that students attach more importance to cancel their
PD in case of being misused (79.25%), as well as to request
the suspension of data that are inadequate or excessive,
without the prejudice of blocking (79.25%).

Table 3 represents the percentage of answers given by
respondents to the question: What level of importance do
you attach to the situations in which your PD rights could
be involved?

4. DISCUSSION

The greater presence of women in this research was influ-
enced by the predominance of this sex in the enrollment
of the Faculty, according to data provided by the Teaching
Secretariat of the Faculty. Although gender has not been
shown to determine a lower or higher use of SN, several
studies have demonstrated the prevalence of females in the
samples analyzed (de la Mora Martin et al., 2020; Mendoza
et al., 2014).
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Regarding age groups, the results obtained were sim-
ilar to that reported by other studies (de la Mora Martin
et al., 2020; Pefia Garcia, 2019). The predominance of
the 21-year-old group in this study coincided with other
research results applied to university students, where a
mean age equal to 21.4 years was found (Marin Diaz, 2015;
Mendoza et al., 2014; Pena Garcia, 2019).

The greater use of WhatsApp over the rest of the SNs
must have been related to a boost in its exploitation due
to the COVID-19 pandemic. During the period of non-
face-to-face teaching as a result of the confinement, most
of the students of the careers at the Universidad Central
“Marta Abreu” de Las Villas (UCLV), in addition to using
Moodle as a teaching platform, created and used groups on
WhatsApp to communicate quickly, orientations about the
subjects and other minor academic activities. Everything
seems to indicate that this behavior has been maintained,
which undoubtedly influenced what was observed during
this research. These results are similar to those obtained
by Reolid Martinez (2018) and differ from those reached
by Bolafios Cérdova (2015) and Chunga Chinguel (2016),
who reported Facebook as the most popular SN.

With the exception of WhatsApp, where 68.98% indi-
cated that they use it between 7 and 8 hr daily, for the
rest of the networks used between 70 and 75% of the stu-
dents manifested connecting to these for 1 hr or 2-3 hr
daily, which is a result approximately equal to that found
in other research on this topic (Mendoza et al., 2014; Reo-
lid Martinez, 2018). It is striking the fact that the students
who manifested using WhatsApp for 9-12 hr (23) and for
more than 12 hr (7), since this would imply an intensive
use of such network, even during class hours and other
academic activities.
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Through SN, it is possible to share and interact with
diverse groups of people, from family and friends to strang-
ers. In a general analysis, students tend to share their PD
mainly with friends and family. The above was very evi-
dent in the case of WhatsApp, where family and friends
obtained equal percentage of responses, a result supported
by the studies of Morocho Sarchi (2019) and Del Aguila
Noriega (2021). Also in this network, a high percent-
age was observed for the case of teachers, this given as
explained above, by the marked use that students make
of WhatsApp for academic purposes. The fact that in the
Twitter network 66.67% stated that they shared their PD
with the general public was noteworthy.

Several studies suggest that profile theft and imper-
sonation are very frequent on Facebook (Marin Duefias
et al., 2020; Quifiones Acevedo, 2016). However, dissimi-
lar international publications refer to facts related to unau-
thorized uses of SN users’ data, both by other people and
by the companies that manage these platforms. According
to a study conducted at the Universidad Catélica Santo
Toribio de Mogrovejo, 63.62% of the students surveyed
have presented problems with their PD (offensive com-
ments, password theft, or contacts with fake profiles;
Chunga Chinguel, 2016).

The results observed regarding students’ concern for
the privacy of their data differ from those published by
Nieves Lahaba and Ponjuan Dante (2021), in that the
main concern was being a victim of phishing, followed by
“accessing my email account without permission,” with
“being published in SNs with my name” not being one
of the main concerns. It is suggested that the main tar-
gets of phishing are mainly adults, especially senior citi-
zens, who are not digital natives and, therefore, have little
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knowledge of how to manage their SNs (Donald Frauen-
stein, 2020).

5. CONCLUSIONS

Social networks constitute platforms for interaction and
flow of an increasing volume of personal and general data,
with a high risk of their vulnerability due to the lack of
knowledge of the users themselves.

In the present study, the most used SNs were WhatsApp
and Facebook, with names and surnames and photos being
the data most shared by the respondents, mainly with their
family and friends.

Facebook turned out to be the only SN in which stu-
dents experienced that their data had been violated.
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ABSTRACT

Competencies are currently defined and classified according to their
trend. Among the competencies classified as basic-generic is the com-
petence of information and knowledge management. In Cuba, infor-
mational competencies are trained in the postgraduate stage through
information literacy programs; however, they should be trained during
general or university education in order to provide society with a com-
petent professional. With the objective of designing a methodological
strategy for the formation of informational competencies with the use
of information and communication technology (ICT), a quasi-experiment
was developed in the Faculty of Health Technology of the University of
Medical Sciences of Havana during the 2022 academic year. The meth-
odological strategy was modeled and implemented in two independent
samples. When the evaluation was carried out, it was obtained that 50%
of the total sample reached the evaluation of good, while 36.8% was
evaluated as excellent. The strategy was validated by experts with a
high rating, while the validation of the students according to the sat-
isfaction survey showed that 100% considered that the use of ICTs in
the process of information competencies training had a positive influ-
ence, 91.6% considered that they acquired the competencies, and 100%
expressed satisfaction with the use of ICTs during the development of
the course. It is concluded that the methodological strategy for the for-
mation of informational competencies with the use of ICT is valid for
future generalization.
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1. INTRODUCTION

Information and communication technologies (ICTs) are
nowadays an important working tool to dynamize the pro-
cess of scientific research at all levels. The efficient use of
these technologies contributes favorably to a higher degree
of technological professionalization of professionals in the
process of permanent training, which allows them to face a
research according to the advances of society in the present
century (Mesa Vazquez et al., 2022).

In the information society, as it could not be other-
wise, the new technologies to access, process, and transmit
information, the new forms of communication determine
that a large part of the contents and competencies of the
basic training required today are directly related to ICTs
(Gutiérrez Martin, 2022).

It is necessary to analyze the definition of competence,
which is considered as the mobilization of knowledge,
ability, attitude, and value that a person shows when act-
ing effectively in the face of various problems based on his
or her own characteristics and experiences. Therefore, it
refers to a group of knowledge, procedures, and attitudes
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that are combined, in a coordinated and integrated man-
ner, in the sense that the person must know how to do and
know how to be for professional development (Gonzélez
Calatayud et al., 2018; Salazar Farfan & Lescano Lopez,
2022).

In the knowledge society that humanity lives in, infor-
mation plays a key role, and it is important to acquire com-
petencies and/or informational skills to effectively access
the largest amount of information resources, which will
be part of new knowledge (Aliaga Maranon, 2022). From
the systematization carried out to normative documents
of Higher Medical Education in Cuba for undergraduates,
difficulties are detected in the development of actions
during the teaching-learning process from the curriculum
in the formation of informational competencies of human
resources who are trained in Health Technology careers at
the University of Medical Sciences of Havana, coupled with
the disuse of activities to form informational competencies
through the use of ICT (Zelada Pérez, 2018).

In assessing the above, a clear contradiction is estab-
lished between the model of competent information pro-
fessional demanded by society today and the professional
who graduates from university training without develop-
ing informational competencies during their training.

Research problem: How to contribute to the develop-
ment of informational competencies with the use of ICTs
in the students of the Faculty of Health Technology of the
University of Medical Sciences of Havana?

General objective: To implement a methodological
strategy for the use of ICT in the development of infor-
mational competencies in the students of the Faculty of
Health Technology of the University of Medical Sciences
of Havana.
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2. METHODOLOGY

A quasi-experiment was developed in the Faculty of Health
Technology of the University of Medical Sciences of Havana
during the 2022 academic year. For the development of the
research, theoretical methods (analytic-synthetic, induc-
tive-deductive, historical-logical, documentary analysis,
systematization, modeling, and functional structural sys-
temic) and empirical (observation and survey) were used,
as well as statistical methods for the presentation and
analysis of the information, supported by the work with
office tools and SPSS software.

The population defined for the research were the 30
students who constituted the enrollment of the fourth year
of the regular day course of the Faculty of Health Technol-
ogy of the University of Medical Sciences of Havana in the
academic year 2022, which at the same time constituted
the sample, grouped in two sample groups. For the expert
interview, a non-probabilistic sample of five specialists
with experience in the use of ICT in the educational teach-
ing process and informational competencies was selected.

The interviews were anonymous, guaranteeing the vol-
untariness of those involved to participate in the research
by signing the informed consent form, and inclusion and
exclusion criteria were established.

3. RESULTS

Based on the literature review, the methodological strat-
egy was modeled. For this purpose, the model proposed
by several authors (Sudrez Jorge, 2023; Valle Lima, 2012;
Zelada Pérez, 2018) was taken into account, from which
the author defined his own model for the strategy designed,
which is shown in Figure 1.
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Figure 1. Methodological strategy for the use of ICTs in the
development of information competencies. Source: Prepared by
the authors.

Among the main results of the initial diagnosis, it
was found that most of the respondents carried out self-
study activities using mobile technology, dedicating more
than 10 hr a day to review the Internet through electronic
devices, so it was decided to take advantage of this poten-
tial in the process of updating the subject in the virtual
health classroom (AVS).
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For the development of the teaching process, didactic
activities were enabled in the AVS, as well as the encour-
agement of activities from the Moodle platform such as
Workshops and Wikis, contributing to the formation of
values in the students at the same time as the formation
and development of informational competencies. Among
other actions, workshops were developed, from which
infographics and video tutorials were elaborated by the
students themselves, and demonstration of skills through
role-playing games in which ICTs were used for the user
training process.

Similarly, learning methodologies based on traditional
and new educational trends (Riquelme, 2023) were used,
having as a premise the use of ICT in the process of train-
ing and development of information competencies, high-
lighting the workshops, such as the inverted classroom,
heuristic method, discussion and debate, discovery meth-
ods, playful method, pyramid method, among others.

The strategy was implemented in two independent
samples. When the evaluation was carried out, 50% of the
total sample was evaluated as good, while 36.8% was eval-
uated as excellent. The strategy was validated by experts
with a high rating, while the validation of the students
according to the satisfaction survey showed that 100%
considered that the use of ICTs in the process of informa-
tion skills training had a positive influence, 91.6% con-
sidered that they acquired the skills, and 100% expressed
satisfaction with the use of ICTs during the development
of the course.

4. DISCUSSION

Similar studies have shown that the use of various meth-
ods for the development of information competencies
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has the expected effect, which corresponds to the results
obtained in this research. Such is the case of Torres (2020)
who developed a pedagogical and didactic strategy for
the development of informational competencies through
learning processes necessary to prepare the university
community with the ability to search, handle, and manage
information, with a critical, reflective, and responsible atti-
tude for decision making, in the face of the new challenges
demanded by the knowledge society.

The study observed during the implementation of
the virtual learning environment, and the entry and exit
tests showed that the virtual learning environment signifi-
cantly improves information management skills. Students
improve in the expression of their need for information,
identify keywords and related terms, identify typologies
of information sources, as well as in the construction of
a search strategy to retrieve information, favorable impact
when applying the pedagogical and didactic strategy with
significant improvement in information management skills
and lessons learned that contribute to the development of
information management skills within a virtual learning
environment.

On the use of various activities within the method-
ological strategy with the use of ICT, similar results are
obtained to Granda et al. (2019), who in the study car-
ried out used techniques similar to those of the present
research, such as gamification, the inverted classroom, and
distance education, with the use of ICT and spaces in vir-
tual classrooms on the Moodle platform.

Other results with which the results obtained are com-
pared are those achieved by Aquino et al. (2021) who deter-
mined that the experiences confirm that the correct use
of learning environments in higher education beneficially
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supports the learning of undergraduate students, as long
as the teacher makes use of these environments pedagog-
ically. They also concluded that learning environments
based on self-regulation should be promoted and that
learning environments should no longer be used as mere
technological tools based on pedagogical methodologies.
To this end, they recommended that higher education
institutions should carry out actions in the use of ICTs to
achieve the development of competencies and the expected
learning achievements, betting on hybrid models in order
to improve educational processes.

In a research conducted by Basilotta et al. (2020), it is
shown that students have different technological devices
at home. The presence of such resources is common, and
students use ICTs to perform various personal and aca-
demic activities. However, despite the fact that ICTs are
integrated into their daily lives, the results obtained in
the items related to information literacy were less encour-
aging, finding a medium level of knowledge and abil-
ity. However, attitudes are more positive, with a higher
average.

5. CONCLUSIONS

It is concluded that the methodological strategy for the for-
mation of informational competencies with the use of ICTs
is valid for future generalization.
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ABSTRACT

The term FAIRification has become widespread among professionals
whose work is related to research data management. However, little is
known about FAIRification practices. This paper aims to examine FAIRIi-
fication practices applied to research data from all areas of knowledge.
The research is an exploratory study, using documentary analysis and
content analysis methods. The results show that the literature on the
subject is recent and generally in English. The papers, projects, and sci-
entific articles analyzed show the development of infrastructures and
tools but also the need for a culture of research data management. It
is concluded that most of the experiences in FAIRification have been
directed to the development of workflows, infrastructures, and tools
to comply with FAIR principles. There is a predominance of FAIRifica-
tion of data in the health research domain, with a greater boom after
COVID-19.

Keywords: FAIR data, FAIRification, research data management

How to cite: Batista, D. O., Mederos, A. A. L., & Gonzélez, M. J. P. (2024). FAIR-
ification: A necessary practice for research data management. In M.J. Peralta
Gonzélez (Ed.), Generation and Transfer of Knowledge for Digital Transforma-
tion, Il International Symposium, SITIC 2023, Santa Clara, 15-17 November 2023,
proceedings. Advanced Notes in Information Science, volume 6 (pp. 41-53).
Pro-Metrics: Tallinn, Estonia. DOI: 10.47909/978-9916-9974-5-1.92.

41



Copyright: © 2024, The author(s). This is an open-access work distributed under
the terms of the CC BY-NC 4.0 license, which permits copying and redistribut-
ing the material in any medium or format, adapting, transforming, and building
upon the material as long as the license terms are followed.

1. INTRODUCTION

Research data management has become established in the
scientific and academic domains in recent decades. For
Cox and Pinfield (2014), research data management con-
sists of a series of different activities and processes asso-
ciated with the data lifecycle, involving data design and
creation, storage, security, preservation, retrieval, sharing,
and reuse.

Wilkinson et al. (2016) propose the findable, acces-
sible, interoperable, and reusable (FAIR) principles, con-
sidering them a prerequisite for achieving research data
management. These authors point out that contemporary
e-Science requires data to be FAIR in the long term, and
these objectives are fast becoming expectations of agencies
and publishers.

Among the advances in the implementation of these
principles, the GO FAIR initiative (GO FAIR, 2017) stands
out. Within this initiative, the term “FAlIRification” is
beginning to be used, whose use, both in English and
Spanish (FAIRificacién), has spread in recent years. This
term is used to refer to the processing of data and metadata
to comply with FAIR principles. However, little is known
about FAIRification practices. Only the study by Inau et al.
(2023) refers to such experiences but in the area of health
data management specifically. This work, which is part of
the theoretical framework of an ongoing doctoral research,
aims to examine FAIRification practices applied to research
data from all areas of knowledge.
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2. METHODOLOGY

The research is an exploratory study. Documentary analysis
and content analysis methods were used. First, a bibliog-
raphy on the subject was compiled, using the term “FAIR-
ification” as a search strategy. The results were filtered,
taking as exclusion criteria those documents that did not
allude to practices and experiences. Finally, a total of 14
scientific articles, six papers presented at events, and five
research project presentations were analyzed.

3. RESULTS AND DISCUSSION

The literature on FAIRification practices is recent. As can
be seen in Table 1, the publications are from 2018 onwards,
and an increase is observed from 2020 onwards. It should
be noted that one of the project presentations is undated
and that perhaps the number of publications is not higher
in 2023 because the search was performed in September of
the same year.

Table 1. Number of publications per year.

YEAR PUBLICATIONS
2018 One

2019 One

2020 Three
2021 Six

2022 Seven
2023 Six

Source: Prepared by the authors.
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Almost all the documents are in English. Only one
paper was published in Spanish where Anglada (2021)
describes the requirements of repositories to comply with
FAIR principles and the facilities offered by Dataverse.
In another paper, Mavraki et al. (2021) define a semantic
model for data and metadata to be FAIR within the Life-
WatchGreece biodiversity research infrastructure.

Annane et al. (2021) present an ontological model
for FAIR data in the meteorological domain. They take
into account the characteristics of meteorological data
and make it applicable to Météo-France (French National
Meteorological Service) but also to any institution working
with this type of data. In addition, the authors intend to
continue to enrich and refine the proposed model.

On the other hand, Mangione et al. (2022) analyze
the gray literature tools and approaches that emerge when
adopting FAIR principles. A total of 477 emerging tools are
analyzed and organized into a comprehensive map. Osterle
and Touré (2022) describe the creation and use of a health
network in Switzerland that enables the development of a
FAIR ecosystem. Azeroual et al. (2023) refer to a system-
atic literature review on current research information sys-
tems (CRISs) and discuss how FAIRification should work
in CRISs based on existing practices.

Regarding projects, ELIXIR-EXCELERATE is pre-
sented by Jacobsen et al. (2018). It describes a seven-step
FAlIRification process, auxiliary tools, and recommenda-
tions for data manipulation in the field of rare diseases.
The seven steps include (1) defining user driving ques-
tions, (2) pre-FAlRification analysis, (3) semantic model
definition, (4) data record transformation, (5) metadata
definition, (6) FAIR data resource implementation, and
(7) user interface or application query.
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Another Entellect project, deployed by Elsevier (2019),
is a platform that empowers data-driven R&D in the phar-
maceutical industry and refers to the need for cultural
change. Meanwhile, the FAIRplus project, according to the
European Commission (n.d.), aims to improve FAIR lev-
els of data and change the culture of data management.
This project has generated a scalable framework for FAIRi-
fication of data. It has refined the implementation of FAIR
principles in working with public data from Innovative
Medicines Initiative projects and internal data from phar-
maceutical industry partners.

Later, EOSC-Nordic (2020) is developed, which has
guided repositories in the Nordic and Baltic countries to
make their data FAIR. The EOSC-Nordic FAIRification ini-
tiative team defined a sample size of approximately 100
data repositories, for which they evaluated the implemen-
tation of FAIR principles, with the aim of guiding and train-
ing repositories towards a higher level of FAIRification.

Aventurier et al. (2022) present the recommendations
of the ANR-BRIDGE project for data FAIRification. The
goal of this project is to provide guidelines and harmonize
research data policies and repository management in a
reusable approach for other institutes or contexts, focusing
on three priorities: analyze and improve institutional data
governance policies, provide and support common guide-
lines for data producers and managers, and choose FAIR
vocabularies and develop tools for repositories with some
shared metadata schemas.

One of the articles analyzed describes the FAIR4Health
project. According to Alvarez-Romero et al. (2021), FAIR-
4Health is a project whose main objective is to encour-
age and promote the application of FAIR principles in data
derived from publicly funded health research initiatives.
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The main purpose is to be able to share these data and
reuse them in the EU health research community. Jacobsen
et al. (2020) describe a generic FAIRification workflow.
This flow should be applicable to any type of data. The
steps are (1) identify the FAIRification target, (2) analyze
data, (3) analyze metadata, (4) define a semantic model
for data (4a) and metadata (4b), (5) make data (5a) and
metadata (5b) linkable, (6) host FAIR data, and (7) evalu-
ate FAIR data. For each step, it describes how data are pro-
cessed, what expertise is required, and what procedures
and tools can be used.

Sinaci et al. (2020) propose a technological architec-
ture for FAIRification. The proposed architecture is based
on the use of fast health care interoperability resources.
The authors conclude that health care datasets or data
resulting from health research can be FAIRified, shared,
and reused within the health research community follow-
ing the proposed workflow and implementation of the
technology architecture.

Bernabé et al. (2021) refer to the use of techniques to
identify the need for FAIR data, what tasks to perform,
resources used, and so on. These authors design a method
that uses “goal-oriented models” to support the “objective
identification” and “conceptual modeling” steps of FAIRi-
fication. First, the motivations for the need for FAIR data
are identified. Then, objective models are used to define
the scope, identify important concepts, and validate the
resulting conceptual model. The method will also describe
best practices and activities for conceptual modeling.

Gundersen et al. (2021) decide to advance the applica-
tion of FAIR principles to produce searchable metadata for
genomic clues. To this end, they develop a JSON schema,
called FAIRtracks, and integrate it into a novel track search
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service, called TrackFind. They demonstrate practical use
by importing datasets through TrackFind into existing
examples of analytical tools relevant to genomic tracks:
EPICO and GSuite HyperBrowser. Thus, they provide a
first version of a draft standard for genomic tracking meta-
data and the accompanying software ecosystem.

Groenen et al. (2021) implement a FAIRification pro-
cess for recording vascular anomaly data. They describe the
five phases of this process in detail: (1) pre-FAIRification,
(2) facilitating FAIRification, (3) data collection, (4) gen-
erating real-time FAIR data, and (5) using FAIR data. The
authors believe that the process can be reused by other
rare disease registries and that this work can be a substan-
tial contribution to a FAIR ecosystem of rare disease data.

While dos Santos et al. (2022) show FAIRification
experience in rare disease data. In Europe, 24 European
Reference Networks (ERNs) are working on rare disease
registries in different clinical settings. The FAIRification
process differs between the different ERN registries. For
example, registries use different software systems and are
subject to different legal regulations. To help ERNs make
informed decisions and harmonize FAIRification, a man-
agement team was created.

Queiroz et al. (2022) present actions to generate FAIR
data and matadata for COVID-19 research. The article pres-
ents a workflow of actions taken to generate FAIR meta-
data for COVID-19 research. In addition, tools for (semi)
automating metadata processing are evaluated whenever
possible. Although defined for a particular use case, it is
expected that this workflow can be applied to other epi-
demic investigations and in other domains.

Both Alharbi et al. (2022) and Alharbi et al. (2023)
propose methodologies and structures to facilitate
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FAIRification decision making in the pharmaceutical R&D
industry. In turn, these authors identify challenges facing
the FAIRification process and formulate a cost-benefit
assessment. In this way, they aim to provide adequate deci-
sion making regarding the research data in the pharmaceu-
tical sector that should be prioritized when implementing
FAIR principles.

Ribeiro et al. (2023) conducted a case study of the
application of FAIR principles for data sharing, use and
reuse in musicology. Datasets were located and con-
sulted at the FAIR preprocessing level from sites in the
area of Musicology and in Google Scholar. As a result,
a semantic model based on vocabularies to describe
electronic resources could be proposed. In addition,
points of convergence between FAIRification processes
and data preparation for use as related open data were
perceived.

Touré et al. (2023) follow up on the work presented
in the paper by Osterle and Touré (2022) concerning the
Swiss Personalized Health Network. The Resource Descrip-
tion Framework schema is implemented along with a data
ecosystem encompassing data integration, validation tools,
analysis aids, training, and documentation to represent
metadata and health data in a consistent manner. This will
enable the achievement of national data interoperability
goals. In this way, researchers in Switzerland have access
to FAIR health data for further use.

In the article by Parciak et al. (2023), the implemen-
tation of a FAIR-mode data processing automation frame-
work in a hospital research center is presented. The authors
demonstrate the implementation of the proposed frame-
work by describing its use in the Medical Data Integration
Center. The prototype implementation also includes a
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metadata schema for data provenance and a process val-
idation concept.

Welter et al. (2023) develop a flexible, multilevel,
domain-independent FAIRification framework that pro-
vides practical guidance for improving FAIRification
for existing and future clinical and molecular datasets.
The framework is validated in collaboration with several
major public—private partnership projects, demonstrating
and delivering improvements across all FAIR aspects and
across a variety of datasets and their contexts. The authors
believe that the reproducibility and applicability of the
approach to FAIRification tasks is established.

In recent years, there has been a predominance of pub-
lications focused on FAlRification in the field of health
research. The authors of this study concur with Inau et al.
(2023), who discuss concepts, approaches, and implemen-
tation experiences in health FAIR initiatives, that success-
ful FAIRification of data has informed the management
and prognosis of various diseases. In addition, the avail-
able literature indicates that more efforts have been made
to FAIRify disease data since COVID-19.

4. CONCLUSIONS

Most of the experiences in FAIRification have been directed
to the development of workflows, infrastructures, and tools
to make data and metadata compliant with FAIR princi-
ples. FAIRification predominates in the health research
domain. A boom has been seen after the COVID-19 pan-
demic, as the need to share data to address the disease
sparked greater interest in these issues. Future studies
should be conducted to see how FAIRification practices
evolve, as they are very new.
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ABSTRACT

Despite the efforts made at the University of Moa “Dr. Antonio Nufiez
Jiménez”, Cuba, to improve information management, difficulties persist
inits collection, integration, and recovery for the processing and dissem-
ination of the results of the institutional scientific activity and the eval-
uation of research. This article presents guidelines to be considered for
the implementation of a research information system. Research meth-
ods and techniques were applied, such as analysis of bibliographic infor-
mation, structured interviews, questionnaires, participant observation,
and benchmarking. For business modeling and requirements education,
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the logical stages of computerized information systems development
were used as references. The implementation of research information
systems in the Cuban university context allows an integral and efficient
management of the processes related to research management, which
contributes to improve the quality and efficiency of the scientific activity
in the academic institutions of the country.
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1. INTRODUCTION

The university of the 21st century is closely associated
with research; this is highlighted in the university-science
relationship, the role of the research professor, the insti-
tutional commitment to the social and economic develop-
ment of its environment, and the primacy of research as
one of its substantive processes. The challenge of research
management in these institutions entails the conjugation
of talents, resources, and institutional capacities to respond
to the demands and requirements of the knowledge society
(Rodriguez-Ponce, 2017).

In recent years, research information systems, known
as current research information systems (CRISs) or
research information management systems, have been
consolidating in the global context. This web tool has the
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functionality of integrating and linking sources of infor-
mation related to research on a single platform with the
idea of making known to internal and external users of the
organization the capabilities, collaborations, results, and
expertise related to the research process (Marmoti, 2020).

In the university context, they provide researchers,
administrative staff, and management with support to
document, manage, report, share, and evaluate research
activities (Bryant et al., 2021; Riihiaho et al., 2015). They
contribute to the transformation of science evaluation sys-
tems (Beigel et al., 2021) and, in turn, propitiate that the
data associated with institutional research information
comply with findable, accessible, interoperable, and reus-
able (FAIR) principles.

The literature consulted shows a discreet development
of these systems to favor the management of science in
Cuban universities, even though their usefulness has
been recognized for an adequate management of science,
technology, and innovation (STI) and the evaluation of
research (de Laufeo Padrén, 2021; Machado Rivero et al.,
2020; Suéarez et al., 2022).

At the University of Moa “Dr. Antonio Nufez Jiménez”
(UMoa), an institution attached to the Ministry of Higher
Education (MES), formerly Instituto Superior Minero
Metaltrgico de Moa, research has been conducted aimed
at filling gaps in the treatment of information; however,
difficulties persist in its collection, integration, and recov-
ery for the good performance of people and efficiency in
the processes related to research evaluation, manifested in:

* the decentralized and dispersed generation of informa-
tion on institutional scientific activity, which makes it
difficult to compile it for administrative reports on STI
in different organizational units.
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the registration and preservation of this information in
.docx and/or .xlIsx files, causing delays in the recovery
and reuse of the data.

the research outputs disseminated in open access,
which are not contextualized with the scientific work of
the researcher and research groups.

In this order of ideas and as part of the institutional

effort aimed at digital transformation in the substantive
process of research, this research aims to identify guide-
lines for the implementation of a research information sys-
tem at the UMoa.

2. METHODOLOGY

In this exploratory qualitative research, the following meth-
ods and techniques characteristic of scientific research are
applied to understand the organizational context, shape
the business modeling, and specify the requirements to be
met by the system:

Analysis and synthesis method for the process of ana-
lyzing the institutional context and identifying the main
problems affecting the processing of information in re-
search management.

Systemic-structural and modeling method for the pro-
cess of identifying the system requirements.

An unstructured interview with managers and execu-
tives of the institution associated with the management
of the STI process.

An analysis of the bibliographic information available
in normative documents such as UMoa’s Strategic
Planning Period 2022-2026, the Annual Science,

57



Technology, and Innovation Balance Report (2021 and
2022), and the Functional Organic Manual and Resolu-
tion 145/2023 Regulations for the application of teach-
ing categories in higher education of the MES.

* A questionnaire to two sample groups in order to iden-
tify the requirements of the system: the first one con-
formed by managers and executives involved in this
process and the second one by researchers with differ-
ent main teaching categories.

* Benchmarking to web portals of operational university
CRISs registered in the Directory of Research Informa-
tion Systems (https://dspacecris.eurocris.org/cris/ex-
plore/dris) in order to know the research information
that is usually disseminated in these systems about uni-
versity scientific work.

3. RESULTS AND DISCUSSION

3.1. Business Modeling: Research Management in the STI
System at the UMoa

Based on the strategic planning of the MES and the insti-
tution’s potential, the UMoa designs its strategic project in
accordance with the process-based approach that charac-
terizes university management for the period 2022-2026.
The strategies that make up its project contribute to the
fulfillment of the goals of the indicators defined to evalu-
ate the performance of the processes. In the university’s
strategic project for the year 2023, six strategies were
implemented with their specificities and actions that were
planned in the annual plan of activities, with the tasks to
be fulfilled by each organizational unit, by virtue of the
strategies that lead to the achievement of the objectives.
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These indicators and goals were established for each year
and contributed to one or more strategic objectives.

Regarding the STI process, 38 indicators were speci-
fied that quantify information related to variables such as
research projects, scientific publications, the university
digital publishing house, software registrations, awards,
research and development (R&D) services and products,
exports, imports, and organizational forms of interface
dynamization. Each year, indicators, processes, and stra-
tegic objectives are evaluated, with the categories of over
accomplished, accomplished, partially accomplished, and
unaccomplished.

The Vice Rector’s Office for Research and Gradu-
ate Studies is the intermediate management body that
directs the results in the STI process, in which the fac-
ulties, teaching departments, study centers, professors,
and students also participate. According to data from
the Annual Science, Technology, and Innovation Balance
Report (2022), the UMoa has a faculty potential for sci-
ence of 169 professors who dedicated about 20% or more
of their time of the year to research. Of these, 55 hold
PhDs, and 108 hold Master’s degrees. During the year,
the UMoa worked on 20 R&D and innovation (R&D&I)
projects and has 22 research groups made up of 176 pro-
fessors. It has a scientific policy that specifies the insti-
tution’s lines of research and impacts results in strategic
sectors for the country.

The evaluation of scientific activity is carried out at
several levels:

* The performance of the university professor is evalu-
ated based on indicators defined in his or her annual
results plan.
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* The fulfillment of the indicators and goals planned in
the organizational units, such as faculties, teaching de-
partments, and study centers, is examined in order to
make an assessment of the institutional results in the
STI process.

* Compliance with planned tasks and financial resources
allocated to R&D&I projects is analyzed.

During 2018, the institution underwent a process of
institutional external evaluation by the National Accredi-
tation Board of higher education programs and institutions
in the country where variables such as human resources
management, undergraduate and graduate professional
training, social interaction, and social impact of scientific
research were examined. Its undergraduate and gradu-
ate programs are periodically evaluated by the National
Accreditation Board.

The institution currently lacks a web application that
facilitates the management of scientific projects and events.
Digital materials derived from scientific and academic
production generated by members of the institution are
collected, preserved, and distributed in the Institutional
Repository “Ninive” under an open access policy (http://
ninive.ismm.edu.cu), supported by DSpace. Those publi-
cations signed by authors who work at the institution and
published by the university publishing house are kept in
the Open Journal Systems of the three journals that com-
prise it: Mineria y Geologia, Innovacién Social y Desarrollo,
and Ciencia y Futuro (https://revista.ismm.edu.cu/).

3.2. CRIS Requirements Education at the UMoa

Main objective: To facilitate stakeholders (interest groups
or interested parties) the access, retrieval, and use of
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information related to research through its automation
and centralization in a platform that fits the institutional
context of project supervision, monitoring, and evaluation
of scientific activity.

It is understood that these stakeholders constitute
potential users of the system: institutional personnel
involved in the management of research information, such
as researchers, department heads, study center directors,
project heads, vice-deans of research, executives, senior
management, as well as external evaluators.

To fulfill its objective, the system must meet the fol-
lowing requirements:

* The system will centralize the institution’s research in-
formation through a CRIS.

* The system will generate user profiles for the simple
and transparent management of the scientific and aca-
demic activity data of the university’s researchers that
contextualizes the scientific production with research
groups and projects, complying with the current regu-
lations for the protection of personal data in electronic
support.

* The system will generate usage statistics, alerts, and
key performance indicators related to the results of the
scientific activity of organizational units of the institu-
tion.

To this end, the system will provide:

* Generate user profiles for data suppliers (the researcher
and/or ST activist of the departments) and data control-
lers (specialists in processing, analysis, and information
management of the university library).
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Download a copy of the researcher’s curriculum
vitae.

Access the researcher’s publications hosted in the In-
stitutional Repository or in the institutional journal in
which it was published.

Notify the head of area about modifications in the re-
searcher’s profile.

Set up a project profile with a description of the project,
its members, and research outputs (scientific publica-
tions, event papers, or others).

Generate reports on the performance of scientific activ-
ity in organizational units.

Search the platform by researcher profile, organization-
al units, and lines of research.

Notify the user when he/she is inactive in the system
for a prolonged period of time and/or has pending no-
tifications.

Provide help to the user in case of eventualities, doubts,
or failures in the system.

Content requirements:

The system will provide information about researchers
through a researcher profile where the following ele-
ments are recorded: first and last name, photo, position,
affiliation, skills, faculty, department, teaching category,
whether they are authors or co-authors of publications,
and scientific publications.

Information about research projects will be provided
through a project profile with information on partici-
pants, duration, results, type of project, and source of
funding.



The institutional work in STI will be addressed: its
university publishing house, software registrations,
awards, R&D services and products, organization-
al forms that dynamize the interface, highly relevant
scientific publications, visibility of the university in
international rankings, and social impact of scientific
activity.

The policies of use established for the Institutional Re-
pository (http://ninive.ismm.edu.cu/page/about) and
the URI assigned to each publication in it as its per-
sistent identifier will be respected.

It will be accompanied by a policy aimed at facilitating
access, retrieval, reuse, and interoperability of informa-
tion in accordance with standards and protocols consis-
tent with the international, national, and institutional
framework for objects of R&D interest.

Technological requirements:

The system will be implemented in accordance with the
technological infrastructure available in the organiza-
tion that enables frequent maintenance of the software
and its availability on the local network.

The system will allow the interoperability and reuse of
data on R&D objects among the software platforms of
the institutional context where information on scientif-
ic activity is collected through internationally accepted
data model standards.

The system shall be able to perform data extraction, trans-
fer, and upload from manual collection of researcher-pro-
vided data and automated and controlled data transfer
from relevant internal and external systems.
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* The system will implement a control for the access and
processing of information from the registration in the
platform with the institutional e-mail account.

* The user interface will be designed in accordance with
the university’s visual identity manual in a responsive
manner and will be implemented on a Web browser.

* The system will automatically generate backup copies
of the information.

For all of the above, the following are considered as
components of the system:

* Information provider sources: the curriculum vitae,
annual results plan of the researchers, and the infor-
mation currently collected in the software platform of
the Institutional Repository and the university digital
publishing house.

* Tools and resources for information processing and
management: the open access software platform for the
CRIS, persistent identifiers for authors and scientific
publications, and the institutional policy that estab-
lishes a model of interoperability between information
subsystems and modes of action for the management of
such information.

* Target sources of information: personal sources (stake-
holders) and others, such as the Institutional Reposi-
tory, bibliographic resources and external datasets, na-
tional CRIS, and the Internet.

4. CONCLUSIONS

Current research information systems allow the global
and efficient management of processes related to the
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institutional management of research in universities.
The understanding of the organizational context of infor-
mation management in this process, the elicitation of
requirements, and identification of the components of an
institutional CRIS, in this case, for the UMoa, constitute
the starting point for the design of these systems from a
user-centered perspective.
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The role of women in the literature of the past is a subject little studied
in the Coronado Collection. The description of the pamphlet collection is
presented from a gender bibliometric perspective. It is based on a pre-
dominantly quantitative approach, using documentary analysis and the
bibliometric method as the main research method. It applies bibliomet-
ric indicators focused on gender from authorship, subject matter, and
title. It shows that the Coronado Collection is characterized by male pre-
dominance in most of its variables and reflects female discriminationina
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1. INTRODUCTION

Gender studies are recognized as a branch of the social sci-
ences that analyzes the social and cultural reality of both
sexes. Gender is seen as a “historical and sociocultural
construction that assigns roles, identities, values and sym-
bolic productions to men and women, incorporated into
them through the processes of socialization” (Gonzélez
Pagés, 2010, p. 9). These studies analyze aspects related
to human behavior, social relations, sexual differentiation,
feminism, masculinity, and other topics.

Gender has been the subject of analysis within a vari-
ety of sciences, but undoubtedly, where it has developed
the most is within social, humanistic, and cultural studies.
In the last century, it has flourished as a perspective within
more modern sciences. The large amount of information
generated by these studies over the years, linked to scien-
tific and technological development, has led to an increase
in the scientific production of the subject within different
research communities. Inevitably, it has been placed in the
spotlight of the metric disciplines.

Gender-focused bibliometric studies aim to reflect the
influence that gender difference has had on the way sci-
ence is done. They expose the extent to which each gender
favors research results. They evaluate the scientific activity
of one gender or another in a given setting. They make it
possible to determine the existence or not of gender equity
in the scientific and research environment, an important
aspect when establishing scientific policies.

The union of this method with gender studies makes
it possible to analyze the behavior of gender within a doc-
umentary collection with a permanent link to history and
with marked cultural characteristics, which facilitates the
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description of a certain period or social-historical phenom-
enon. The Coronado Collection of the Central University
“Marta Abreu” of Las Villas (UCLV) is conceived as a col-
lection of rare and valuable documents. It was the per-
sonal library of the Cuban bibliophile Francisco de Paula
Coronado.

It has documentation from the 15th century to the first
half of the 20th century. It has a rich thematic variety, and
the nationality of its origin is diverse. It has a wide variety
of documents, including books, pamphlets, newspapers,
magazines, manuscripts, photographs, maps, engravings,
letters, and Coronado’s personal stationery. Most of its
copies have patrimonial value.

It has a collection of more than 8,000 pamphlets on
different subjects, reflecting the politics, history, and cul-
ture of different countries over the years. The oldest ones
are on religious subjects (sermons and ordinances), and
almost, all of them are of Spanish origin. In addition, there
are a large number of documents on law and history, rep-
resenting the 16th and 17th centuries within this bib-
liographic repertoire.

With the introduction of the printing press in Cuba
at the beginning of the 18th century, documentary pro-
duction increased, and with it, the number of original
pamphlets from the island. At this stage, the pamphlets,
within the Coronado Collection, revolved around military
subjects and those related to medicine and art. At the end
of this century and the beginning of the next, the printing
business boomed, and the publication of pamphlets took
on an important role. The themes increased to prayers,
novenas, and tariffs.

The 19th and 20th centuries are widely represented in
this documentary repository. General topics such as laws,
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regulations, resolutions, congresses’ memoirs, memoirs of
boards, memoirs of government colleges, memoirs of polit-
ical activities, speeches, conferences, memoirs of funerary
acts, and biographies, in addition to historical and literary
topics, reflect a great number of branches of knowledge
and dissimilar authors of national and international scope.

The Coronado Collection, in a general sense, has
been studied from different angles. It has been the sub-
ject of research from sociocultural studies (Borges Machin,
2006), information sciences (Alvarez Ledesma, 2012),
biology (Gonzdlez Alvarez, 2012), linguistics (Martinez
Gonzalez, 2013; Mederos Pérez, 2018), computer science
(Diaz Valdivia, 2017), and other disciplines.

However, there is no previous research on the Coro-
nado Collection to highlight the presence of women in its
pamphlets. No studies have been carried out to identify
the number of women authors, the literary production by
specific periods, the relationship of the themes within the
pamphlets, or their behavior seen from a gender perspec-
tive. In this sense, the objective is to analyze the pamphlets
of the Coronado Collection from a gender bibliometric
perspective.

The novelty of the study lies in the fact that it is the first
investigation of the Coronado Collection booklets with a
gender focus, which will increase their richness and social
and cultural value. It is the first study that will result in the
elaboration of a database with bibliometric characteristics
of the brochures of the Coronado Collection, facilitating
future metric and bibliographic research of greater depth.

2. METHODOLOGY

The research has a predominantly quantitative approach
based on the Coronado Collection and analysis of data to
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solve the research problem. It is classified as descriptive,
non-experimental, and longitudinal. Data on several vari-
ables and dimensions of gender in the Coronado Collection
are collected, characterized, and evaluated. The variable is
manipulated intentionally, and its behavior is observed
in its natural context. The behavior and evolution of the
genus is studied over time.

The definition of bibliometric indicators (Table 1) was
based on the consultation of antecedents identified in the
study (Cuellar Santos-Suarez, 2015; Marti-Lahera, 2011;
Rodriguez Zerqueraz, 2017; Sianchez Bueno, 2014). The
results of the measurement are analyzed by variables, tak-
ing into account the characteristics of the documentary
collection for which it is measured. This stage defines the
representation of the results.

3. RESULTS AND DISCUSSION

In the analysis, we worked with three specific variables:
year, author, and title. The year variable was taken from the
date of publication of the documents, the author variable
from the person responsible for the creation of a work, and
the title variable from the name assigned to each material.
The year variable made it possible to measure the level of
publication by period within the Coronado Collection and
to determine the years of greatest productivity. In the case
of authors, the genre of the authors was identified, and the
most productive were determined.

In the title, the genre was established, and the subjects
addressed in the works were identified, with the aim of
constructing a word map based on their occurrence in the
title. To determine the genre of the title, two categories
were used: nominal title (including the proper name of a
person or thing in the syntagm) and operational title (not
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including the proper name of a person or thing in the syn-
tagm). Only in the case of nominal titles was it possible to
identify gender. In this way, the declared indicators were
analyzed and measured:

3.1. Number of Brochures Per Year

This indicator makes it possible to quantify the number
of documents published in each year and to represent the
time frame covered by the selected sample. Due to the
wide temporal dispersion, the dates were grouped by cen-
turies, and within each century, they were concentrated by
decades, for a better examination and representation of the
data. The analyzed pamphlets gather a total of 366 materi-
als, in correspondence with the calculated sample. Figure
1 shows their temporal distribution.

81

68

55

XIX Seriest Series1 Series1 Series1 XX Series1 Series1

Figure 1. Representation of brochures by year. Source: Prepared
by the authors.

The graph shows that the publication of pamphlets
corresponds to the 19th and 20th centuries. This data
corroborate the process of evolution of printing in Cuba,
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from its appearance in the 18th century until it was con-
solidated in the second half of the 19th century. The first
Cuban printings responded to official orders, and most
of the works were privileged by government companies.
It was not until the end of the 18th century that this
sector began to expand, and little by little, there were
printers all over the island. Already in the 19th century,
the publishing business could be considered a stable
business.

This century was also marked by the revolutionary
boom of the sugar industry in Cuba, which was linked to
a great cultural exchange with other countries. These fac-
tors had an impact on the island’s publishing boom in the
second half of the century. The graph shows how the great-
est concentration of documents from this period is found
from the 1950s onwards. Of the 115 pamphlets belonging
to this stage, 107 were published after 1950, which rep-
resents 93% of the documents corresponding to the 19th
century.

As can be seen in the graph, the highest concentration
of pamphlets is found in the 20th century. Of the 366 mate-
rials analyzed, 251 belong to that period, which represents
69% of the sample. At that time, the division of labor had
already been established in the printing press, with the
owner, printer, press operator, typesetter, and typogra-
pher. The trade had already been established with the typ-
ical characteristics of Cuban printing, and the mechanical
press had already been introduced.

During this period, the Coronado Collection includes
biographical works, speeches, lectures, essays, letters,
short stories, novels, historical writings, poetries, and
other subjects. It is important to point out the decade
from 1920 to 1929 for its representativeness within the
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documentary collection. This period is represented by 81
pamphlets, 32% of the works of the 20th century, and 22%
of the total materials in the sample. This increase is related
to the fact that it was during this period that Francisco de
Paula Coronado became director of the National Library.
This is also due to the large number of biographies, includ-
ing that of Coronado himself.

3.2. Percentage of Brochures Signed by Men

This indicator makes it possible to calculate the presence of
the male gender in the authorship of the pamphlets. It also
makes it possible to identify the most productive authors
within this typology of documents. Out of a total of 366
documents, 273 were signed by men; this represents 74%
of the sample studied. Once again, the dominant pres-
ence of the male gender in the authors of the works can
be seen. This indicator continues to be a reflection of the
patriarchal society of the time in which the materials were
published.

Table 2 shows the most productive authors within
the male gender. Nine authors were identified with 69
pamphlets, which represents 25% of the total number of
works signed by men. The author with the highest number
of pamphlets is Carlos Marx, with 15 documents, repre-
senting 5% of male authorship. He is followed by Diego
Vicente Tejera Garcia with 12, Alfredo Miguel Aguayo with
10, José Manuel Carbonell and Tomas Vicente Coronado
Interidn with 7, José Maria Chacén y Calvo and José Man-
uel Cortina with 5, and Francisco Gonzalez del Valle and
Gonzalo Aréstegui with 4.
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Table 2. Productivity of the male gender in the authorship
of brochures.

AUTHOR NUMBER OF

DOCUMENTS
Karl Marx 15
Diego Vicente Tejera Garcia 12
Alfredo Miguel Aguayo 10

José Manuel Carbonell

Tomas Vicente Coronado Interian
José Maria Chacdny Calvo

José Manuel Cortina

Francisco Gonzalez del Valle

B VAV, BN RN |

Gonzalo Aréstegui

Source: Own elaboration.

Karl Marx is a renowned German philosopher, intellec-
tual, and politician, who is the father, along with Frederick
Engels, of ideologies such as scientific socialism, modern
communism, Marxism, and historical materialism. His
work covers the fields of philosophy, economics, history,
sociology, political science, and journalism. The Coronado
Collection has several pamphlets of Capital: Critique of Polit-
ical Economy in the form of notebooks, where the informa-
tion of what would become one of his best-known works:
Capital is collected.

Diego Vicente Tejera Garcia was a Cuban patriot and
defender of the poor and the oppressed, who was the
founder of democratic socialism in Cuba and known as
a poet, politician, and intellectual. He began studies in
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medicine, law, philosophy, and agronomy and graduated
with a Bachelor of Arts degree. His work was always linked
to his political and revolutionary work. In the Coronado
Collection, there are works of his authorship related to
criminal matters. Among them, we can mention Concepto
de la comunidad de bienes (1922), El Hondo problema de la pena
de muerte (1927), Responsabilidad penal en que incurren los
imponedores de modas (1928), and others.

Alfredo Miguel Aguayo, as explained above, was
a Puerto Rican pedagogue, who lived in Cuba for many
years and published numerous works related to pedagogy.
Some of his pamphlets in the Coronado Collection are La
Pedagogia en las universidades (1909), Ensefianza de la lengua
materna en la escuela elemental (1910), Desarrollo y educacion
del poder de observacion (1913), El Método funcional en la edu-
cacién (1916), and Como debe organizarse el cuerpo de instructo-
res de una universidad, en interés de la ensefianza, la investigacion
y seleccion del profesorado académico (1930).

3.3. Percentage of Brochures Signed by Women

This indicator makes it possible to calculate the presence
of the female gender in the authorship of pamphlets. It
also makes it possible to identify the most productive
female authors within this type of document. There are 41
pamphlets written by women, which represent 11% of the
total number of documents in the sample. This shows the
inferiority of female authorship in the Coronado Collec-
tion. However, most of the works are identified in the 20th
century. Of the 41 documents written by women, 33 were
published after 1900, which represent 78% of the materi-
als written by women.

The trend within this indicator persists in the low
number of publications per female author. Table 3 shows
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the general average distribution of works of one pamphlet
per female author. Only two women with authorship in
more than one document were identified. These are Dulce
Maria Borrero de Lujan and Domitila Garcia de Coronado.
With two pamphlets each, they represent 10% of the works
of female authorship.

Table 3. Presence of gender in the title of the brochures.

GENDER IN TITLE NUMBER OF DOCUMENTS
Unidentified 95
Female 74
Male 195
Female-male 2

Source: Own elaboration.

Dulce Maria Borrero de Lujan was a Cuban poet, edu-
cator and defender of womens’ rights. She was a member
of the National Academy of Arts and Letters and served
as Director of Culture of the Ministry of Education and
founded the Bibliographic Association of Cuba. She is rec-
ognized for her varied conferences and speeches on artistic,
literary, and pedagogical topics. The Coronado Collection
includes her works La Poesia a través del color (1912) and Dos
discursos: El magisterio y el porvenir de Cuba, la fiesta intelectual
de la mujer, su actual significado y su mision ulterior (1935).

Domitila Garcia de Coronado was a Cuban writer, edi-
tor, and professor, who was considered the first woman
to practice journalism in Cuba. She founded the Academia
de Mujeres Tipografas (Academy of Women Typographers)
and played an important role in the editing and publica-
tion of newspapers and magazines such as La Antorcha,
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El Cérifo, and La Mujer. In the Coronado Collection appear
her works Meétodo de lectura y breves nociones de instruccion
primaria elemental (1906) and Breves nociones para aprender
el arte tipogrdfico con facilidad (1911). The study identifies
other authors, including Mirta Aguirre, Gertrudis Gémez
de Avellaneda, Luisa Pérez de Zambrana, and Consuelo
Alvarez, who are of great value in the history and culture
of Cuba.

3.4. Brochure Title Genre

This indicator makes it possible to determine the presence
of the female or male gender within the syntagmatic struc-
ture of the title of the brochures. Out of a total of 366 docu-
ments in the sample, it was possible to identify the gender
in 271 materials, which have a nominal title. As Figure 2
shows, there are 74 works with female presence in their
title, representing 27%; 195 titles have male presence, for
72%; and two have both female and male presence, for 1%.

The predominance of the male gender in the title of the
documents is evident. This superiority is marked by the
existence of a large number of biographies of important
personalities for Cuban history and culture. Such is the
case of Cristobal Coldn, Julidn del Casal, Tomas Estrada
Palma, Quintin Bandera, Miguel Jerénimo Gutiérrez, Car-
los Manuel de Céspedes, Bartolomé Maso, Lazaro Carde-
nas, Ignacio Agramontes, Guillermo Moncada, Gerardo
Machado, Madximo Gémez, and others. There are also
numerous historical writings related to events and out-
standing figures in the history of Cuba and Latin America,
such as Félix Varela, José Antonio Saco, Gabriel Terra, Por-
firio Diaz, and so on.

Most of the pamphlets with a female presence in the
title are literary writings, among which poetry and novels
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stand out. Some of them are recognized worldwide, such
as The Lady of the Camellias by Alexandre Dumas, Miss
Elena by Ponson du Terrail, The Heart of Eva by Augusto
Arias, and Amalia Batista or The Last Danzén by Alvaro
de la Iglesia. Biographical writings can also be found,
although not so predominantly. Among them, figures
such as Santa Teresa de Jesus, Gertrudis Gémez de Avel-
laneda, Greta Garbo, Ana Bolena, Isabel I of Castile, and
others, stand out.

In the case of the works with the presence of male
and female gender in the title, there are two documents.
One of them is the Acta de Casamiento de Maria Cristina
con D. Fernando Mufioz, referring to the secret marriage
between Maria Cristina Borbén (Queen consort of Spain
from 1829 to 1833) and Agustin Fernando Mufioz y
Sanches (Spanish military man). The other booklet is
entitled Pldcido y Cristina Ayala: dissertacion histético-critica
by author Carlos A. Cervantes in 1927. It is an analysis
of the work of Gabriel de la Concepcion Valdés (Placido)
and Maria Cristina Fragas (Cristina Ayala) as exponents
of mulatto poetry and literary Criollismo in colonial
Cuba.

3.5. Distribution Index in Brochures

This indicator allows us to calculate the difference between
the two genders within the same category. In this case, the
same time frame was used. It is measured by analyzing the
authorship of both genders and comparing their behavior
over time. The period from 1890 to 1939 was taken as the
one with the highest documentary productivity within the
selected sample, representing 65% of the total number of
pamphlets. The period was grouped into decades for better
analysis and data processing.
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Figure 2 shows the superiority of the male gender
throughout the time frame analyzed, which includes the
five decades of greatest production. Out of a total of 239
pamphlets, there are 209 written by men, and 30 writ-
ten by women. These indicators show a male distribution
index of 0.87 against a female distribution index of 0.12.
The decade from 1920 to 1929 stands out with a total of
74 documents, 31% of the period represented. Of these,
71 are signed by men and three by women, giving a male
distribution index of 0.96 for this period and 0.35 for male
authorship. This is the period with the highest male pres-
ence in the Coronado Collection.

80
60
40
20
e

1890-1899 1900-1909 1;)1071919 M 1920-1929 1930-1939

Figure 2. Temporal distribution of gender in the authorship of the
brochures. Source: Own elaboration.

The graph shows the greater presence of female author-
ship in the decade from 1930 to 1939. Of the 61 pamphlets
published in that period, 13 belong to women, which rep-
resents 21% of that period and 32% of the total number
of works signed by women. This generates a female distri-
bution index of 0.21, the highest of all the analyzed peri-
ods. Although it is still lower than the male distribution
index, it reflects the evolution of women within the Coro-
nado Collection and its correspondence with the changes
in Cuban society in the 20th century. Among the works
of this decade appear the authorship of Consuelo Alvarez,
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Dulce Maria Borrero, Gertrudis Gémez de Avellaneda, and
Luisa Pérez de Zambrana, classic defenders of women and
their social rights.

3.6. Concentration Index in Brochures

This indicator makes it possible to calculate the percent-
age of individuals presenting a given study characteristic
in relation to their sex group or the intra-sex percentage,
taking each of the sexes separately as a reference. It was
calculated on the basis of the topics addressed in the bro-
chures. It made it possible to identify the gender with the
highest representation within each of these topics, as well
as to calculate the most frequently addressed topic within
each gender.

Table 4 shows the nine most represented subjects
within the Coronado Collection. Subjects contained in
more than 10 works were taken. These include biograph-
ical works, conferences, law, speeches, history, literature,
Marxism, medicine, and pedagogy. The most recurrent
theme is biography with a total of 105 works, 29% of the
sample studied. In this subject, 95 documents are signed
by men and 10 by women. This marker generates a male
concentration index (CI) of 0.35 and a female CI of 0.24.

Table 4. Themes most represented in the brochures
according to gender.

SUBJECT NUMBER OF WOMEN MEN
DOCUMENTS
Biography 105 10 95
Literature 74 19 55
(Continued)
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Table 4. Continued

SUBJECT NUMBER OF WOMEN MEN
DOCUMENTS
History 20 (0] 20
Pedagogy 20 5 15
Law 17 (o] 17
Marxism 16 (o} 16
Speeches 14 1 13
Medicine 12 o] 12
Conferences 11 0 1

Source: Own elaboration.

This theme coincides with the highest concentra-
tion of male authorship. Here, we find biographies of
renowned personalities such as Christopher Columbus,
Bolivar, Weyler, Torquemada, Goya, Da Vinci, Cirilo Vil-
laverde, Heredia, Marti, Varona, Mdximo Gomez, Guiteras,
La Avellaneda, and others. Among the authors of these
biographical works are Francisco de Paula Coronado, Man-
uel Garcia Garoéfalo, Victor Hugo, Pastor del Rio, Salvador
Massip, Jorge Manach, Francisco Lépez Leiva, Rafael Maria
de Labra, and others.

The subject with the highest concentration of women
is literature. Of the 74 works on this subject, there are 19
signed by women, that is, 25% of this subject. This indi-
cator gives a female CI of 0.46 out of the total number of
documents with female authorship in the Coronado Col-
lection. This subject includes short stories, novels, poetry,
essays, rhymes, and operas. Here, aforementioned authors
such as Gertrudis Gomez de Avellaneda, Luisa Pérez de
Zambrana, and Dulce Maria Borrero stand out. In addition,
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works signed by Luz Gay, Emilia Serrano (La Baronesa de
Wilson), Maria Gémez Carbonell, and others appear.

3.7. Feminization Rate in Brochures

This indicator makes it possible to calculate the represen-
tation of women with respect to men in a given category.
In this way, the existence of underrepresentation, femini-
zation or gender equity can be determined. It is analyzed
on the basis of the subject matter addressed in the bro-
chures. A total of 24 topics were identified within this doc-
umentary typology. An analysis of the nine most frequently
addressed subjects, shown in Table 3, reveals the under-
representation of women in all of them.

A feminization index (FI) of 0.10 was obtained in
biography, 0.34 in literature, 0.33 in pedagogy, 0.07 in
speeches, and O in history, law, Marxism, medicine, and
conferences. This behavior is maintained almost in the
totality of the subjects. A different behavior was observed
only in two subjects: language and typography. There are
two brochures on language, one with male authorship and
one with female authorship. This results in a FI equal to 1,
which shows equity in this area. Typography is addressed
in two materials, both signed by women, showing a situa-
tion of feminization.

Figure 3 shows the difference between the female
and male genders in the most frequently addressed topics
and in the topics where gender equity and feminization
occur. The existence of underrepresentation of women in
most of the topics is observed. However, the presence of
women in this Coronado Collection should be highlighted
as a reflection of the increasingly important position that
women have been acquiring in society since the 20th
century.
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Figure 3. Female representation in the themes of the brochures.
Source: Prepared by the authors.

3.8. Thematic Occurrence of Gender in Brochures

This indicator makes it possible to represent the occurrence
of terms in the topics addressed in the brochures based on
a map of words extracted from the title of the documents.
Occurrence is taken as a synonym for frequency. The
objective of this indicator is to visualize the words most
frequently used in the titles of the copies analyzed. The
starting point is the identification of those words related
to the genre, then they are organized, and the map is con-
structed. A total of 110 documents were identified with
the presence of the genre in their title, 30% of the books
collected in the sample.

From the 110 titles, a total of 26 words related to one
or the other gender could be extracted, as can be seen in in
Table 5. Such is the case of women, mother, wife, daughter,
feminism, ladies, maternity, they, widow, feminine, mar-
quise, duchess, duenna, lady, miss, muse, actress, skirts,
lady, and girl. Only seven words refer to the male gender:
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men, father, husband, sir, pants, gentleman, and duke. As
can be seen, the most used word is Mrs.

Table 5. Occurrence of gender in the title of
the brochures.

WORDS NUMBER OF GENDER
DOCUMENTS
MEN 6 M
WIDOW 1 F
DAUGHTER 4 F
FATHER 3 M
FEMALE 2 F
HUSBAND 1 M
MOTHER 2 P
MATERNITY 2 F
WOMEN 3 F
MARQUISE 1 F
WIFE 1 F
FEMINISM 2 F
DUCHESS 2 F
MRS 10 F
MISTER 5 M
MISS 5 F
MUSE 1 F
ACTRESS 1 F
SKIRTS 1 F
PANTS 1 M
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WORDS NUMBER OF GENDER

DOCUMENTS
GENTLEMAN 1 M
LADY 2 F
THEY 1 F
LADY 5 F
GIRLS 1 F
DUKE 1 M

Source: Own elaboration.

The word Mrs. has historically been used to refer to
women of advanced age, married women, or as a sign of
respect or courtesy in the presence of a title of nobility or
social position. The use of the term in the title of brochures
responds to the protocol of respect and politeness that is
imposed when referring to outstanding figures of history
or culture. Its repeated use, in this specific collection, is
determined by the high number of biographies that make
up the sample. As explained above, biographical works are
the most common in this type of documents.

In this subject, it is common for the title of the docu-
ment to contain the name of the person being discussed.
As a tendency, the word “Mrs.” is placed before the name
of the woman. Examples of this are the titles “Biografia
artistica de la sefiora dofia Elisa Villar Jurado de Volpini
prima donna absoluta de los principales teatros de ambos
mundos” (artistic biography of Mrs. Elisa Villar Jurado de
Volpini prima donna absoluta of the main theaters of both
worlds), “Mrs. Gertrudis Gémez de Avellaneda: biograph-
ical information on the occasion of a recent book,”
and “Escritos biograficos sobre Dofia Maria de Padilla”
(biographical writings on Mrs Maria de Padilla).
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4. CONCLUSIONS

The application of the bibliometric indicators of gender in
the pamphlet collection of the Coronado Collection allowed
to verify that the documents are characterized by the pre-
dominance of the male gender and are a reflection of the
female discrimination in their great majority. However, the
existence of recognized figures of the female gender was
demonstrated and highlighting the historical and social
value of the Coronado Collection because of its imprint on
Cuban culture and on the role of women in society.
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ABSTRACT

Innovative methodologies for the teaching-learning process, making
use of information and communication technology (ICT) in undergrad-
uate courses at the University of Managua (UdeM), has focused on the
design and development of relevant technological tools. The objective is
to contribute to the design of relevant technological tools and didactic
situations that facilitate the implementation of innovative learning and
teaching methodologies at the UdeM and the development of skills from
a transformative, integral, and permanent perspective for the achieve-
ment of quality in teacher training as a strategic teacher. The research
assumes a qualitative approach, diagnosing the needs and challenges
in the implementation of innovative methodologies by teachers in the
teaching-learning process at the UdeM. The findings obtained have
allowed the development of pertinent resources and didactic propos-
als, providing teachers with tools to improve the quality of training and
promote active and meaningful learning of students. The main results
were obtained. The paper is the result of a research project, which has
contributed to the advancement of higher education through the effec-
tive integration of ICT in undergraduate courses at the UdeM, promoting
transformation and continuous improvement in teaching.

Keywords: mediations, innovative methodologies, ICTs, University of
Managua
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1. INTRODUCTION

Current university educational scenarios have become a
motto whose mission is to prepare students to “learn to
learn”; however, the results of recent educational research
show that traditional approaches continue to prevail in
the teaching process. This reality finds a higher level of
impact in the methodological and pedagogical transforma-
tions that teaching has undergone, demanding to think of
alternative ways to motivate students, to stimulate their
creativity, increasing their participation in the training pro-
cess as strategic learners.

The teaching role must be subject to a reconfiguration,
striving for the dismissal of those practices that hinder
learning and reflecting on those that depend on an innova-
tive and socio-constructivist approach where it manages to
transcend the scheme of rationality for creativity in teach-
ing (Anijovich, 2019). The continuous pedagogical train-
ing to teachers should make them aware that to improve
the formative process, it is not enough that teachers “only
know about the subject of the subjects they teach” or use
pedagogical strategies in a mechanical way; it is important
that they know about the processes that are activated in
the action of learning and teaching, as well as pedagogical
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approaches that contribute to the understanding of a peda-
gogy of emotions (Benavidez & Flores, 2019).

In this sense, the University of Managua (UdeM) has
great challenges: to assume a paradigm shift focused on
learning, which represents a renewal of teaching prac-
tices, and a strengthening in their cognitive, metacogni-
tive, and technological capabilities, from a humanistic and
ethical function. Based on this postulate, they will be able
to understand the analysis of learning strategies based
on problems, debate, argumentation, cases, metacogni-
tion, mobile, electronic portfolios, service, authentic, and
situated, which will be useful if they wish to reach social
constructions of knowledge, design innovative learning
situations, and towards the generation of new conclusions.

In the light of pedagogical theories, the continuous for-
mation of learning by doing is intended. Traditionally, the
methodology applied in teaching has been characterized by
encyclopedism, the primacy of content, the passivity of the
student, and the teacher as a simple transmitter of knowl-
edge. Technological progress implies a change in which
today’s knowledge will be obsolete in a few years since
students do not need repetitive knowledge, but to learn to
solve problems, reason about new situations, and be able
to adapt to changes (Monereo, 2018).

The understanding of learning and teaching strategies
from this perspective implies for the UdeM, rescuing the
integral and contradictory, never linear nature of learning,
as well as, the questioning of psycho-pedagogical prob-
lems with an ethical, innovative, and creative attitude. For
this, it is of interest that teachers know some of the most
important methodologies of today, which explain how to
develop innovative formative situations and the funda-
mental and mediating role of culture and others, to enrich
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the cognitive and affective structures, therefore, stimulat-
ing the process of learning to learn (Montoya, 2018).

Consequently, the general objective is to contribute to
the design of technological tools and relevant didactic sit-
uations, which facilitate the implementation of innovative
learning and teaching methodologies at the UdeM and the
development of skills from a transformative, comprehen-
sive, and permanent perspective for the achievement of
quality in teacher training as a strategic teacher.

2. METHODOLOGY

The qualitative paradigm is assumed in this study, which
becomes an interpretative proposal that is oriented to
describe and interpret the phenomena in their natural con-
text, in their history, to achieve a detailed and deep repre-
sentation of the dynamic and global behavior of the teacher
training processes.

Throughout the research process, it is a condition to
assume the integration of the meanings and meanings con-
tributed by the people who participate in the implementa-
tion of innovative learning and teaching methodologies at
the UdeM, and the interpretations made by the research-
ers, and to return the results to them for decision making.

The methodology to be used is exploratory, descriptive,
and explanatory from the research point of view. The inter-
vention strategy to be used is diagnostic stage, foundation
and design, and application and evaluation, as a result of
continuous training, postgraduate studies, and teaching
supervisions.

The UdeM is intentionally selected as the context. The
unit of analysis is selected intentionally, being the teaching
management. In the exploratory study, a sampling by maxi-
mum variety (66.6%) was selected. During the intervention
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process, 15 professors are purposively selected, among
them career coordinators and supervisors, in addition to a
sampling by key informants (Academic Vice Rector, teach-
ing director, research director, and postgraduate).

The empirical methods and techniques used were doc-
ument analysis, participant observation, qualitative inter-
view, and focus group discussion.

3. RESULTS AND DISCUSSION

The results of the diagnosis intended to propose didactic
and investigative actions, mediated by training (course and
diploma) to teachers, and supported by participant obser-
vation and discussion group.

From the training to supervisors “didactics in supervi-
sion,” as a first diagnostic phase and supervision to teach-
ers, accompanying the supervisors themselves, in May
2019, the following regularities emerged from the diag-
nosis and aided by participant observation and formative
survey in training and supervision.

Taking into account the comparison between the cur-
rent state and the desired state, resulting from the meth-
odological triangulation, with emphasis on participant
observation, the following potentialities and weaknesses
are declared:

* Potentialities: teachers are aware of the supervision
of class, and they manage to reveal the professional
link with the subject, aided by professional problems,
practical cases, situations of daily and working life, ad-
equate theoretical preparation, adequate use of teach-
ing means, promotion of values for the achievement of
learning for life, practice of empathy, and affordability
of the content.
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* Weaknesses to be improved in class: exemplification
of concepts to achieve better understanding, empower-
ment of self-learning through the educational platform,
linkage of the content with the profession, use of inno-
vative strategies for learning to learn, didactic sequence
focused on the development of the class, traditional
didactic planning, continuous motivation towards the
class, teamwork, and predominance of the explanatory
method in class.

Based on the regularities of the diagnosis and the
need to obtain a more accurate representation of reality,
it was decided to train teachers in two moments: a course
in 2019 “Innovative Didactics in Higher Education” and
a diploma course in 2020 “Didactic Planning in Higher
Education.”

With the application of the motivation survey, focus
group, participant observation, and semi-structured
group interview with teachers, the following results were
obtained:

* Potentialities resulting from the course and diploma
course: dialogue, reflections from experiential practice,
alternative formats of self-learning guides for the most
effective use of the educational platform in practice and
the incentive of learning to learn in students and teach-
ers as strategic teachers, design of various innovative
teaching resources (infographics, mind maps, game-
based learning, projects, challenges, experiential, pro-
fessional cases, educational videos, and others) with
their corresponding worksheets, use of learning evalu-
ation rubrics to improve learning, syllabi based on in-
novative methodologies for learning to learn and their
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practical visualization with a group of students at the
science fair, as well as, the publication of an article in
the Journal Ensayos Pedagégicos, a monograph in Editori-
al Feijoo, and three events in international congresses.

* Aspects to be improved: more dynamic use of the plat-
form to promote autonomous learning in students
from the self-learning activity, various alternatives to
promote formative evaluation, the need to transfer the
paradigm focused on teaching to the paradigm focused
on learning and familiarization with the publication of
scientific articles, writing of monographic materials,
and participation in events, based on the results of ed-
ucational practice.

4. CONCLUSIONS

The application of methodological tools to implement
teaching-learning strategies in the formative process of
higher education, with emphasis on innovation, oriented
towards the approaches of interactivity and creativity, aided
by the platform created for this purpose at the UdeM, inno-
vative methodologies, didactic planning and the creation of
learning spaces, as well as strategies and techniques for the
development of learning to learn.
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ABSTRACT

The evaluation of metadata quality is of vital importance in the manage-
ment of open science (OS) in Cuba. In the metadata used in open-access
computational systems, unresolved quality problems such as incom-
pleteness of records, ambiguous author names, null values, inconsis-
tency in the use of data exchange formats, and the non-adoption of
procedures for metadata quality management are detected. Therefore,
this paper proposes a model for the evaluation of metadata quality asso-
ciated with the management of OS in Cuba. This model is constituted by
four stages. Stage 1 refers to the measurement of the identified quality
dimensions. Stage 2 corresponds to data cleaning and standardization.
Stage 3 corresponds to data integration. Stage 4 deals with data disam-
biguation based on open access criteria and standards. As a result, com-
pleteness at the record level and accuracy at the author name level were
identified as the main dimensions of quality. Possible duplicate elements
were detected for subsequent integration. A case study is presented
with two variant solutions, one for grouping synonymous author names
and the other for disambiguating synonymous and homonymous author
names, thus, laying the foundations for the interoperability of computa-
tional systems.

Keywords: metadata quality, open science, disambiguation of author
names, data integration, data cleansing
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1. INTRODUCTION

In Project 3, called “Information and Communication Tech-
nologies (ICT) in support of educational processes and
knowledge management in higher education (ELINF),” a
set of actions are being carried out to achieve interoper-
ability among the main open source computer systems:
the teaching-learning platform Moodle, which works with
learning object metadata; the system for the Automation
of Libraries and Documentation Centers (ABCD), whose
cataloging module works with metadata using the MARC
21 format (in transit to resource description and access);
the institutional repository DSpace, which works with
Dublin Core metadata; and the VIVO system for research
data management that uses the ontology web language
and resource description framework for the management
of its internal ontology. The main objective of the proj-
ect is to form a network where actors in Cuban education
and research can search for virtual services needed for
their professional tasks, access information for scientific
research, and exchange publications and data by work-
ing together in an integrated environment that supports
open science (OS; Goovaerts et al., 2016). As indicated
by FOSTER (2018) and echoed by Meneses-Placeres et al.
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(2022), OS includes open access, open research data, open
peer review, and OS policies, which are complemented by
other more concrete components such as open research
practices, reproducible research, open source software,
and open licenses. OS complies with the FAIR (Findable,
Accessible, Interoperable, and Reusable) principles; for
these reasons, the computer systems used in this context
must comply with these principles, and for this purpose,
metadata formats are used that allow communication and
interoperability between them.

In the metadata used in these open-access computer
systems, unresolved quality problems such as incomplete-
ness of records, ambiguous author names, null values,
inconsistency in the use of data exchange formats, and
the non-adoption of procedures for metadata quality man-
agement are detected. Therefore, it is of vital importance
that the data involved are of adequate quality to be able
to interoperate and that the searches performed on them
provide relevant information that allows successful infor-
mation retrieval.

2. METHODOLOGY

As part of the 3 ELINF project, a set of actions are being
carried out to achieve interoperability among the main
computer systems used in the cataloging of bibliographic
records, in the teaching-learning process, and in the insti-
tutional repositories of six entities in the country. These
entities are the University of Pinar del Rio (UPR), the Uni-
versity of Informatics Sciences (UCI), the Central Univer-
sity “Marta Abreu” of Las Villas (UCLV), the University
of Camagiiey (UC), the University of Holguin (UHO),
and the University of Oriente (UO). This paper proposes
a model for the evaluation of metadata quality associated
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with OS management in Cuba, consisting of four stages.
The first stage refers to the measurement of the identified
quality dimensions. The second stage corresponds to data
cleaning and standardization. The third stage concerns
data integration. The fourth stage deals with data disam-
biguation based on open access criteria and standards, as
shown in Figure 1.

Libraries and information centers — Description of scientific and technical information (ICT) using metadata
Project 3 ELINF f{ Metadata quality assessment model
—
MARC 21, semi-structured-cataloging module & Measurement of identified qualty dimensions
DCQ, structured-digital repository i) é ggg i‘::g;‘gﬁﬂ:d standardization
LOM, structured e-learning plalgform 1 Moodle 4 Data disambiguation
RDF, structured-platform for science VIVO
— - 3
A uci== -z 1y Open access criteria and standards
4 s av =, FAIR Principles
‘\\ 5 e o Open access to quality and interoperable metadata
. () 4

Figure 1. Model for the evaluation of metadata quality in OS
management in Cuba.

2.1. Measurement of Identified Quality Dimensions

In the measurement process, the quality dimensions
affected by problems identified in the status reconstruction
phase and their corresponding metrics should be selected.
The measurement is used to establish references, with the
purpose of enabling a quality diagnosis (Batini et al., 2009;
Batini & Scannapieco, 2016). To perform quality measure-
ment, it is necessary, once the dimensions of interest have
been identified, to use metrics that best fit them, as these
indicate the degree of quality that the metadata possess.
Data are described through multiple dimensions
that are usually grouped into frameworks. These dimen-
sions vary from one framework to another depending on
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the context of analysis of the dimensions (Moges et al.,
2013). Bruce and Hillmann’s (2004) framework presents
seven domain-independent dimensions for the purpose
of improving its applicability. These dimensions are com-
pleteness (Comp), accuracy (Exac), logical consistency
and coherence (CLCo), timeliness (Opor), conformance to
expectations (CoEx), accessibility (Acce), and provenance
(Proc). In Diaz de la Paz et al. (2021), correspondence
between these seven dimensions and several metadata
quality frameworks is established for the period from 2009
to 2019. Figure 2 shows that completeness, accuracy, logi-
cal consistency, and coherence are the most analyzed, and
among them, completeness is present in all the frame-
works reviewed.

22
16 16
11 o s
. 7
, = B B
Comp Exac CLCo Onor CoEx Acce Proc Others

Figure 2. Usability of Bruce and Hillman’s dimensions in other
frameworks. Source: Based on Diaz de la Paz et al. (2021).

Table 1 shows the main dimensions identified in the
context of the 3 ELINF project and the metrics used to
assess the quality of metadata in the computational sys-
tems involved. The metrics are taken from Ochoa and
Duval (2011, 2006).

2.2. Data Cleaning and Standardization

Data cleaning and standardization refers to the correction
in the data of possible errors, for example, incomplete data,
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duplicates, inconsistent formats in terms of description,
abbreviations and units of measurement, missing input data,
or data that violate the integrity constraints of the system.
The cleaning stage is one of the most important, as it ensures
the quality of the data. At this stage, anomalies detected in
the data integration process should be corrected. Data anom-
alies can be classified into syntactic anomalies, semantic
anomalies, and context anomalies (Lépez Porrero, 2011).

* Syntactic anomalies: These anomalies refer to lexical er-
rors, formatting and domain errors, and non-standard-
ization of information.

* Semantic anomalies: These anomalies include viola-
tions in row integrity constraints, contradictions in data
values that violate some kind of dependency between
them, and duplicate rows and invalid rows.

* Context anomalies: These anomalies include missing
data values in rows or missing complete rows that exist
in the mini-world and have not been represented.

The problems present in a single source are compounded
when you need to integrate data from multiple sources.
Each source may contain erroneous data, and data may have
different representations in each source or be represented in
one or the other in a contradictory way or mixed with other
data because the sources are created, developed, and main-
tained independently and for very specific purposes. This
increases the level of heterogeneity in the database manage-
ment systems, data models, and data source designs used.

2.3. Data Integration

Data integration refers to the process of combining data
from different heterogeneous sources with each other
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in order to provide the user with a unified view of the
data that is clean, free of anomalies, and of the required
quality.

Data integration is a non-trivial, multi-faceted, and, in
many cases, autonomously impossible process. There are
several heterogeneity conflicts which need to be addressed
by a possible solution:

* Syntactic heterogeneity: The language used in the two
sources may differ even if they are semantically identi-
cal. For example, in one source, you can have students
and in the other pupils.

* Structural heterogeneity: The types and structure of
the data may also vary. For example, the salary can be
represented as a dollar value in a single table or have
a reference to the identifier of a pay scale stored in a
different table.

* Representational heterogeneity: Different sources may
implement different models for their data, different lev-
els of normalization may appear, and data represented
as a single element may exist in multiple elements in
another source.

* Semantic heterogeneity: The opposite of syntactic prob-
lems, where two semantically different objects are re-
ferred to in the same way.

These are some of the fundamental problems of all
forms of data integration. Data integration provides a
mechanism for joining data from different sources into a
single schema. Integration takes place in two stages:

* Homogenization: Transformation of the information
from the original format of the natural sources to the
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format and data model of the target system takes place
in this stage.

* Integration: The retrieved information is aggregated
and organized into the target system.

2.4. Data Disambiguation

The disambiguation of data with textual information such
as names of persons, institutions, words, and so on is
an open problem of natural language processing, which
includes the identification of when that data in question
present polysemy (multiple meanings), and it is desired to
match each data in the correct context.

There are dissimilar approaches to address this prob-
lem. In Diaz-de-la-Paz et al. (2022), a framework is pre-
sented that combines an ontological approach with
deep-learning techniques for personal author name disam-
biguation based on the gold-standard LAGOS-AND data-
set (Zhang et al., 2021). One of the fundamental steps at
this stage is duplicate item detection and removal. There is
a direct proportionality between metadata quality assess-
ment and OS management; the higher the metadata qual-
ity, the greater the success of retrieving disambiguated and
interoperable data in the context of OS in Cuba.

3. RESULTS AND DISCUSSION

One of the case studies where metadata quality is evalu-
ated is the cataloging module of the ABCD suite, for which
two databases are used; one extracted from the UCLV
catalog (BD_UCLV) and the other from the UCI catalog
(BD_UCI), with 18,745 and 13,807 records, respectively,
collected at the end of 2016. The “MARCQuality” tool
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is used to issue a quality criterion for these datasets.
Figure 3 shows the fields cataloged in each bibliographic
record, organized from lowest to highest according to
their label, and calculates the completeness as expressed
in metric 2 of Table 1, using the particle swarm-based
optimization method described in Diaz de la Paz et al.
(2021).
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Figure 3. Bibliographic record belonging to the BD_UCLYV collection.

Then, the possible duplicated elements are listed, and
two options to mark are observed; one is the “Main” record
(which is marked by default according to the completeness
values calculated but can be changed by the specialist), and
the other is the “Select” option to mark those records to be
integrated. The integrated record is displayed in the right
pane once the conflicts detected during the merging are
resolved. If there are no conflicts between the records or
if they could be solved automatically, the integrated record
is displayed in the right panel. Otherwise, a dialog box is
displayed to ask the user how to proceed in cases where
there is a conflict (see Figure 4).
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Figure 5. Example of an integrated record when resolving conflicts.

When the integration is performed, the resulting record
has a completeness value equal to or higher than the high-
est completeness value of the separate records. Figure 5
shows that the completeness criterion of the record marked
as the main record is 0.5479, that of the selected record
is 0.6799, and that obtained by integrating the records is
approximately 0.6956. Therefore, its quality is improved in
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terms of the completeness dimension. These changes can
be made persistent in the corresponding collection if the
specialist desires to do so.

Another functionality provided by the MARCQuality
tool is the standardization of synonymous author names in
the “Standardize authors” option. Figure 6 shows a list of
authors and co-authors grouped according to the unsuper-
vised grouping method based on DBSCAN density.
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Figure 6. List of authors and co-authors with their possible name
variants.

To disambiguate the names of homonymous authors
(names that are spelled the same but represent different
persons), the hybrid framework proposed by the authors
of this paper (Diaz-de-la-Paz et al., 2022), inspired by the
method presented in Zhang et al. (2021), is used. Rules
and queries that increase the semantic rigor in the con-
struction of the weighted co-authorship network are added
to this proposal. This framework combines the ontologi-
cal approach with several deep-learning network models.
For the validation of this framework, a comparison was
performed with respect to different data portions of the

110



LAGOS-AND dataset; the hybrid approach obtains a good
performance for gated recurrent unit (GRU), whose F1
and recall value improves by more than 9% and 17% to
the MAG Author ID and Name Similarity datasets, respec-
tively, noting that long short-term memory improves the
accuracy value by 7%, as illustrated in Diaz-de-la-Paz et al.
(2022). Therefore, in the present work, the hybrid solution
of AND ontology and GRU deep neural network model is
used, which shows the best results for personal author
name disambiguation.

4. CONCLUSIONS

This paper proposed a model for the evaluation of the
quality of metadata associated with OS management
in Cuba. The most relevant quality dimensions to be
addressed in this context were determined, as well as
how to measure them. The proposal was evaluated in
an instrumental case study, which allowed knowing
the degree of completeness and accuracy present in the
analyzed datasets; possible duplicated elements were
detected for their subsequent integration. A case study
was presented with two variants of the solution, one to
group the names of synonymous authors and the other to
disambiguate the names of authors with polysemy. This
served as a basis for the interoperability of the computa-
tional systems.
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ABSTRACT

Open education is a movement that is growing rapidly in today’s world.
Within this movement, the so-called open educational resources arise,
an initiative to share, modify, or reuse everything that is produced
in terms of learning. However, it has been the massive open online
courses (MOOCs). Those resources have had more growth in recent
years. A much-discussed problem in the international scientific commu-
nity is the design of these courses, and there have been so many and
diverse proposals that denote the need for the establishment of regu-
larities for the methodological work in function of this process. The aim
of this paper is to present the results of a small-scale comparative study
on the didactic and technological design of these courses in a sample
of 58 courses in four prestigious platforms (Coursera, MirfadaX, Udac-
ity, and EdX). This is based on five parameters that serve as a basis for
determining similarities and differences and establishing regularities
that reveal certain trends. The comparative studies method was used,
which proposes a system of methodological steps for its implementa-
tion accompanied by percentage analysis and measures of central ten-
dency, such as mean and mode. The regularities obtained allowed a
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critical and reflexive analysis from the Cuban pedagogical foundations
that have allowed reorienting the methodological work in the design
of MOOCs.
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1. INTRODUCTION

For Cuba, it is a priority objective to advance towards the
process of digital transformation in all economic, politi-
cal, and social spheres. Thus, higher education must rede-
fine its processes and create a culture that allows fostering
innovation, collaboration, and experimentation in the
teaching-learning process based on the development of
digital competencies in teachers as leading elements of this
process.

For this reason, new models of virtual education are
implemented, and open learning and distance education
are promoted as alternatives that offer different opportu-
nities to educators and provide greater flexibility in under-
graduate and graduate studies (Aretio, 2021; Bailey et al.,
2020; Soler-Pellicer et al., 2024).

Currently, the debates on the nature and characteristics
of a new model of higher education that can be glimpsed
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after the emergence of massive open online courses
(MOOCs) have become extraordinarily relevant, first
strongly and then critically. Interestingly, Lépez Nicolas
(2020) considers that the pandemic boosted telework in
universities and companies around the world because,
until now, only timidly evolved towards the adoption of
these modalities.

It is for this and many other reasons that open educa-
tion is increasingly advancing, and a large number of coun-
tries are now adopting it. It is not a new technology but a
new philosophy of how to conceive education, that is, to
conceive education as a public good and as a human right.
The idea is that all human beings, regardless of where they
live, their economic status, level of schooling, or age, can
learn without access restrictions and free of charge. It is,
therefore, an opportunity for the excluded, the disabled,
the elderly, and ethnic minorities. Therefore, it is an appeal
to the democratization of knowledge and educational
inclusion.

That is why the maxim that sustains it is lifelong
learning, expanding educational opportunities to different
sectors, promoting openness in terms of access, and elimi-
nating the barriers of traditional educational systems.

However, open education also presupposes shar-
ing and distributing everything that is produced so that
knowledge, means, tools, and learning objects can be used,
modified, or redistributed by users. The goal is to provide
everything we have done to improve education, and this is
where the concept of open educational resources (OER), a
term coined by UNESCO, comes in.

There is no single definition of OER that has been
accepted globally. The term was first adopted by UNESCO
in 2002, at the forum on the Impact of Open CourseWare
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for Higher Education in Developing Countries, sponsored
by the William and Flora Hewlett Foundation, an institu-
tion that awards large grants to educational and cultural
institutions. They are defined as those resources for teach-
ing, learning, and research that reside in a public domain
site and that have been published under an intellectual
property license that allows others to use them freely or for
purposes other than those contemplated by their author
(UNESCO, 2002, p. 17).

In this sense, the Creative Common (CC) license
has become a global standard for the registration of open
resources of any kind. It is a way to ensure that the author
preserves some rights while releasing others. Especially,
CCLearn is a division dedicated to enhancing the potential
of the Internet to support open learning and OER. The key
difference between OER and any other type of educational
resource is its license (Santos-Hermosa, 2022, p. 13), in addi-
tion to important advantages that the author raises, such as:

* Accessibility: availability to be located and used.

* Interoperability: ease of adaptation and interconnection
between different systems.

* Sustainability: correct functioning regardless of ver-
sions, software, and so on.

* Metadata: descriptions for indexing, storage, search,
and retrieval.

* Granularity: single or composite units.

* Reusability: property to be modified.

The most frequent classification found within OER is
that which divides them into educational content, tools,
and implementation resources. However, MOOCs have
had a greater growth in the last 10 years.
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Studies show that teachers consider MOOCs valuable
as teaching models in socio-educational contexts since they
offer undoubted advantages, such as free use, training for
disadvantaged groups, and time flexibility (Gémez-Galadn
et al., 2020). Several MOOC management platforms have
emerged worldwide, offering an infinite number of courses
related to different areas of knowledge. Some examples of
platforms are Coursera, Udacity, EdX, MiriadaX, and oth-
ers. Similarly, several higher education institutions have
recognized the benefits of MOOCs and have proposed
their own courses, which take advantages of modular and
decentralized design, based on specific needs, and at the
same time, dynamic and adaptable.

One of the current problems is the difference in criteria
for MOOC design. It is complex to find in the multitude of
research works on the subject and to determine regularities
in them that allow to draw guidelines for the methodologi-
cal work in the creation of these types of courses. Interest-
ing experiences in the design of MOOCs stand out (Cirulli
et al.,, 2017; Edel-Navarro et al., 2018; Gértrudix-Barrio
et al., 2017; Oyo et al., 2017).

Several authors have created courses with recommen-
dations for their implementation or design (Alhazzani,
2020; Arpaci et al., 2020; Cobos & Ruiz-Garcia, 2021; Doo
et al., 2020; Gémez-Galadn, et al., 2020; Julia & Marco,
2021; Lambert, 2020; Zulkifli et al., 2020). However, com-
parative studies for the determination of regularities in
their design are very limited.

This paper addresses this important issue and, based
on a comparative study of 58 MOOCs hosted on four inter-
nationally recognized platforms, determines regularities
in the didactic and technological design of these courses.
Based on the results obtained from the comparative study,
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a reflective analysis is made from the traditions and theo-
retical positions defended by Cuban pedagogy.

2. METHODOLOGY

The essential method used in this work is the compara-
tive study. Comparative studies occupy a very prominent
place in the social sciences. This is not only because of the
value of the descriptions, explanations, or interpretations
of reality that can be made from them but also, especially in
recent decades, because they have emerged as an input for
the diagnosis of social problems and for the design of poli-
cies. At the same time, they also serve as a benchmark and
a source of legitimacy (Piovani & Krawczyk, 2017, p. 11).

These studies involve the analysis and synthesis of the
similarities, differences, and patterns of two or more cases
that share a common approach or goal. In many academic
settings, it is assigned the status of a scientific method
for research activity and has been frequently employed in
quantitative and qualitative research. The effectiveness
of the method lies in the selection and definition of the
objects and properties to be compared, as well as in the
care and systematicity of the procedures of production and
analysis of the data from which the comparisons are made
(Marradi, 1991, p. 2).

The following methodological steps were taken into
account:

* Selection of the process under analysis and identifica-
tion of the objective of the study and the metrics that
will be useful to achieve it.

* Selection of the sampling objects.

* Selection of the comparison parameters.

* Collection of the data.
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* Analysis of similarities and differences.
* Determination of regularities and trends.
* Interpretation of the results.

Selection of the process to be analyzed and identifica-
tion of the objective of the study and the metrics that will
be useful to achieve it: It was determined that the object
of analysis would be MOOC:s in prestigious platforms such
as MiriadaX, Udacity, EdX, and Coursera. These courses
in different subjects would be taken and using compari-
son criteria in the qualitative order that could be sub-
sequently quantified and processed using a percentage
analysis accompanied by tables and graphs. The subjects of
the MOOC:s analyzed are diverse: social sciences (39.2%),
humanities (21.4%), natural sciences (18.5%), exact sci-
ences (4.8%), and technologies (16.1%).

Selection of sampling objects: A total of 58 MOOCs
were sampled and distributed as follows: 14 courses on
the EdX platform, 16 courses on the Coursera platform, 15
courses on MirfadaX, and 13 courses on Udacity.

Selection of comparison parameters: Taking into
account that this is a small-scale study with the objective
of focusing on the didactic and technological conception,
the following comparison parameters were established:

* Average duration of the course.

* The way the lessons are organized.

* The way in which the content is presented.

* The way in which the content is evaluated and the rela-
tionship between the individual and social nature of the
learning being evaluated.

» Technological resources used for advancement, restric-
tion, collaboration, feedback, and others.
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The steps of data collection, analysis of similarities and
differences, determination of regularities and trends, and
the interpretation of the data are presented below.

3. RESULTS AND DISCUSSION

After comparing the differences and similarities in each
of the parameters, we proceeded to determine regularities
that finally allowed us to establish trends. Regarding the
duration of the courses sampled, there are two interest-
ing elements. There is an oscillation of duration that varies
between weeks and eight months in length. All the ana-
lyzed platforms contain MOOCs that have this variability.
However, when calculating the average duration, an aver-
age of 3.7 months is obtained, and when calculating the
mode, the most repeated value is MOOCs with a duration
of three months, representing 57.2% of the total of the
sampled courses.

When studying in each case, the way in which the les-
sons are organized, it was found that 36.2% are structured
in modules subdivided by topics, 32.8% in weeks subdi-
vided by topics, and 31.1% are structured directly in topics
without using an organizational criterion of higher hierar-
chical level. As can be seen, there are no significant differ-
ences that, in this aspect, denote a predominant tendency.

In 93.2% of the courses, it was observed that there is a
logic given by the existence of an introductory section with
a welcome message, followed by the development of the
content. The evaluation is located indistinctly, as a process
for each of the topics in 88.2% of the courses, and 12.8%
contain only a final evaluation.

The form in which the content is presented is variable;
it can be seen that the information is mainly in video for-
mat (77.5%) and, to a lesser extent, in various documents
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with a predominance of .pdf format (22.5%). In the courses
sampled, no content was found in the form of electronic
presentations (.pptx format). When analyzing this aspect,
it was observed that these slide presentations were finally
converted to documents in .pdf format, and most of them
were shown in the videos.

It is significant as a regularity that in 67.2% of the vid-
eos found as sources of information, the teacher is observed
imparting the content. This element is important to achieve
the affective climate that a virtual teaching and learning
process needs. Another aspect to be considered was the
duration of the videos presented. As a regularity, it can be
seen that the average length of the videos is 15-20 minutes.

According to studies carried out on the psychology
of information processing and perception, memory, and
attention, the overall average time of an online video
should be 10-15 minutes for elementary school students
and 20-25 minutes maximum for students at higher lev-
els. These researchers have shown that after 10 minutes
of visualization, attention rates decrease. In fact, research
indicates that, for the most part, students will only watch
the entire video for about 6 minutes.

The reasons for the success of video for e-learning are
that it is an effective way to implement the explanatory-il-
lustrative method and can help learners visualize abstract
or complex topics easily. In fact, studies show that about
30% of the brain’s total capacity is devoted to processing
visual stimuli.

Many online courses observed are video-based but also
include supplementary readings, graphics, written quizzes,
tests, and exercises. This means that there needs to be a
unity between one or more sources of information that can
be supplemented and one or more sources of assessment.
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The way in which the content is evaluated, although
diverse, has invariants that typify MOOCs. The functions
of evaluation do not change in online courses; likewise,
evaluation must fulfill pedagogical, innovative, and con-
trol functions (Portela & Alvarez, 2010). From the point
of view of the scope of the evaluation, it can be individual,
group, pair, or team evaluation, analogous to that devel-
oped in face-to-face education.

In this study, we stopped to evaluate whether the eval-
uation fulfilled certain functions since this required the
presence of specialists in the different areas of knowledge;
for this reason, the analysis focused on determining regu-
larities in terms of typology. Figure 1 shows that a total of
37 (63.7%) courses focused the evaluation on automatic
grading questions, with multiple-choice and single-choice
questions predominating over other typologies, out of
the 58 MOOCs sampled. It is noteworthy that only nine
(15.5%) courses used group evaluation, using discussion
forums in different typologies. Co-assessment or peer
assessment was present in eight (13.7%) courses and, in
four MOQOCs, team activities were revealed (6.9%). The
integration between individual and group activities was
present in 20 courses (34.5%).

Integration of individual and group
evaluations

I 34.50%
Team evaluation [l 6.90%
Peerreview [ 13.70%
Discussion forums [ 15.50%

Closed questions with automatic grading | NNNENEGEGNGGNGNGNGNGNGNGNGNGNGN 53.70%
Figure 1. Predominant types of evaluations. Source: Own elaboration.
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From the above analysis, it can be seen that despite
the trend towards incorporating activities of a social nature
in the evaluation process, there is still a predominance of
activities that focus on the individual evaluation of the
learner. In recent years, a considerable number of authors
have worked on the basis of classifying MOOCs into two
large groups: xMOOCs and cMOOCs. For these authors,
cMOQOCs are characterized by social learning and pro-
mote discussion and interaction (“c” refers to collabora-
tive learning), while xMOOC:s limit interaction to teacher
and student and are generally evaluated by means of closed
questions. Lately, the term tMOOC has also proliferated,
referring to a hybrid model with the previous ones. Many
other terms have appeared that obviate the nature of learn-
ing and make this phenomenon very complex.

We join the criterion of Castellanos et al. (2001) who
state that learning continuously crystallizes the dialectic
between the historical-social and the individual-personal.
It is always an active process of reconstruction of culture
and discovery of the personal meaning and vital signifi-
cance that knowledge has for the subjects.

These theoretical positions are based on the histor-
ical-cultural theory of Vigotsky (1987). This theory is
assumed by Cuban pedagogy and, among its foundations,
states that learning implies the transition from the external
to the internal, from the interpsychological to the intrapsy-
chological, from the dependence of the subject to indepen-
dence, and from external regulation to self-regulation. For
this reason, the unity between the social and the individual
is necessary.

The technological resources used in MOOCs were
another parameter taken into account. There is a wide range
of resources that can help learning and allow its analysis

124



(learning analytics), but we only stopped to explore some
resources that are frequently used for the progressive
advancement, restrictions, or completion of activity.

4. CONCLUSIONS

Up to now, we have not found a comparative study in
theoretical reviews of updated sources. This is based on
the establishment of regularities and trends and based on
parameters such as the duration of the course, the way in
which the lessons are organized, the way in which the con-
tent is presented, the way in which the content is eval-
uated, the relationship between the individual and social
character of learning, as well as the technological resources
used for the advancement, restriction, and completion of
the activity.

Among the regularities observed was the average
duration of most of the MOOCs analyzed, established in a
period between three and four months, with courses last-
ing three months being the most appreciated. In the way in
which the lessons are organized, a balance between courses
that are structured in modules subdivided into topics and
those that are organized by weeks and topics or those that
are structured only in topics is observed as a regularity.

As a significant regularity, the predominance of video
over other sources of information to present the content
stands out, which is due to the advantages of using this
medium to explain and illustrate phenomena, processes,
or learning objects in a more effective way and to present
abstract or complex content that requires the use of mov-
ing images.

Although it has been investigated that there is a ten-
dency in MOOC:s to increase the number of courses that
opt for collaborative evaluation in groups, by teams or
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pairs, the predominance of individual evaluation with the
use of closed questions with automatic grading is still a
regular feature.

A distinctive feature of the MOOCs present in all
the courses analyzed is the use of technological tools or
resources that allow this type of course to be operational,
such as resources that allow automatic progress based on
the completion of activities or access restrictions condi-
tioned to the completion of tasks. This regularity is given
by the free access to these courses that become massive
courses and generally do not allow a very personalized
attention.

In order to establish trends through scientific methods,
successive comparative studies are required. This could
be a focus of future research. However, observation and
empirical experience indicate an increase in MOOCs with
a didactic conception that integrates individual and group
evaluation, the use of videos as a source of information,
and a growing level of prestigious institutions dedicating
spaces to offer these types of courses.
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ABSTRACT

The Ministry of Higher Education has made the creation of massive open
online courses (MOOCs) in universities as a key objective in part of the
digital transformation of Cuban universities. This has led to a need to
prepare teachers and managers to face open education. Open educa-
tional resources (OER) promote the opening and democratization of
knowledge and expand the opportunities for access to information.
It is necessary for higher education centers to develop and manage
resources to support the teaching-learning process and to prepare
their teachers in the production of these resources. The objective of this
paper is to present the results of the Virtual Learning and Distance Edu-
cation Group of the Universidad Central “Marta Abreu” de Las Villas in
the work with the preparation of teachers to face open education. Spe-
cifically, the paper will focus on the actions taken to prepare teachers for
the creation of OER. The results shown were obtained using the system-
atization of experiences as an essential method of qualitative research.
A comprehensive system of strategic actions has been developed and
implemented across various domains, with the objective of preparing
teachers to engage with open education, particularly as creators of OER.
Work stages have been delineated to facilitate the transition to open
education and the development of OER by teachers.

Keywords: open education, MOOCs, teacher preparation, open edu-
cational resources
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1. INTRODUCTION

In recent decades, in the international context, a series
of educational practices have been presented that have in
common the development of new pedagogical trends that
encourage not only methodological novelty but also access
to education and educational resources as ways to achieve
sustainable development. In response to educational
needs, the open access movement (Ortega, 2016) arises
to counteract the high prices of textbooks and scientific
journals that limit access to information in both developed
and developing countries.

Open educational practices are defined as activities that
support the use, reuse, and production of open educational
resources (OER) through institutional policies, promo-
tion of innovative pedagogical models, and the empower-
ment of students as co-producers of their lifelong learning
(OPAL, 2011). Open educational resources promote the
opening and democratization of knowledge and expand
opportunities for access to information. It is necessary for
higher education centers to develop and manage resources
to support the teaching and learning process, which can
be used, shared, distributed, and reused by all teachers
(Trujillo Sainz, 2020).
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In 2002, the term OER was used for the first time at
a UNESCO conference; in 2005, a study was launched to
analyze the scope of OER. In 2007, a report was published
with the results of the study; in 2008, governments were
urged to finance the production of OER in what was called
the “Cape Town Open Education Declaration.” The most
commonly used definition of OER currently used by UNE-
SCO is “digitized materials offered freely and openly for
teachers, students, and self-learners to use and reuse in
teaching, learning, and research” (UNESCO, 2019).

The UN establishes a series of recommendations on
OER, such as:

* Capacity building of stakeholders in the creation, ac-
cess, reuse, adaptation, and redistribution of OER.

* Development of support policies.

* Promotion of effective, inclusive, and equitable access
to quality OER.

* Encouraging the creation of sustainability models for
OER.

* Promotion and strengthening of international cooper-
ation.

The purpose of this paper is to focus on the develop-
ment of capacities and skills in teachers regarding the cre-
ation, access, reuse, adaptation, and redistribution of OER.
The need to create awareness and skills to use OER, to rec-
ognize how OER can increase access, and to improve learn-
ing outcomes and empower students to become co-creators
of knowledge is expressed. In addition, the need to sensi-
tize teachers to the exceptions and limitations for the use
of copyrighted works and to prepare teachers for some of
these aspects in a gradual manner in the different stages of
the research is also expressed.
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Among OER, the most widely used courses in recent
years have been MOOCs. Their impact on online training
has experienced a significant boom. A MOOC simplifies
distance learning due to its characteristics: open, collabo-
rative, massive, and free. Its structure is designed to pro-
mote student learning, as it has objectives and components
within a set of learning areas or specific topics, with numer-
ous resources in the form of videos, links, documents, and
spaces for discussion and communication, presenting vari-
ous forms of evaluation, as well as certification of what has
been learned.

The purpose of this paper is to present the results of
the Virtual Learning and Distance Education Group of the
Universidad Central “Marta Abreu” de Las Villas (UCLV)
in the work with the preparation of teachers to face open
education. Specifically, the paper will focus on the actions
taken to prepare teachers for the creation of OER. These
actions were implemented through strategic actions in dif-
ferent directions of work. The results shown were obtained
using systematization as an essential method of qualitative
research.

2. METHODOLOGY

The dynamics of higher education, regardless of the modal-
ity and level, demand the constant exploration of con-
texts and subjects to achieve detailed descriptions of any
new learning experience intended to be established. The
dynamics explain the reality, the actions, and their effects.
This requirement invites educational agents to “observe”
and “follow” the referenced practices (Restrepo &
Tabares, 2000). This observation and monitoring of the
educational reality is a complex process that responds to
strategies previously defined for this purpose; one of them
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is the systematization of experiences (Barbosa-Chacén
et al., 2010).

The systematization of experiences is assumed,
according to the proposal (Van de Velde, 2008), with its
respective adaptations to the specific context in which the
research is developed and which takes up (Jara, 1994).
The systematization of experiences alludes to the order-
ing of information and critical interpretation of the process
developed, in order to identify “significant learning that
should be communicated and shared to nurture one’s own
experience or to inspire others in a transformative perspec-
tive” (Jara, 2016, p. 47).

A process of systematization of the experiences lived in
the preparation of teachers was carried out by organizing
and reconstructing them chronologically, and the following
stages were defined:

* First stage (2015-2018): Preparation of teachers for the
creation of virtual classrooms on the Moodle platform.

* Second stage (2019-2021): First actions in the prepara-
tion of teachers in open education and OER.

* Third stage (2022—present): Creation of MOOC:s to pre-
pare teachers for the creation of OER.

3. DEVELOPMENT

3.1. First stage (2015-2018): Preparation of teachers
for the creation of virtual classrooms on the Moodle
platform

From the integration of the universities in 2015, the
Department of Educational Technology began to reside at
the headquarters of the UCLV. A number of shortcomings
were diagnosed related to the development of practical
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skills in the management of the Moodle platform and espe-
cially, problems with the didactics to apply this learning
in the teaching-learning process that was developed in a
face-to-face manner.

Among the inadequacies detected are as follows:

* The virtual classroom is mainly used to place folders
with documents that students must consult, which
turns it into an information repository.

* Large number of empty courses.

* Existing courses have not incorporated the potential of
interactive platforms for learning assessment.

* Poor access of teachers and students to the courses.

We set ourselves the task of designing a postgraduate
course and contextualizing it to the demands of univer-
sity faculty preparation. In 2015, the first edition of the
postgraduate course began in person. From 2015 to the
beginning of 2018, the postgraduate program has been
improved year by year, and 16 postgraduate courses have
been offered. Annually, two postgraduate courses are
offered to the university (one in each semester), in addi-
tion to particular requests from areas or departments.

This postgraduate course prepares teachers under the
principle of the unity of didactic and technological aspects,
and at the end of the course, the teacher is able to cre-
ate a virtual classroom on the Moodle platform, both as
a support for face-to-face teaching and for distance learn-
ing. Although this stage does not include content related
to OER, it is considered a prior and necessary step in the
training of teachers to be able to face the process of open
education and the creation of MOOCs and other OER in
the future. It is necessary to know the technical and meth-
odological potential of interactive platforms for the design
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of an open and online course.
As afinal result of this stage, the following are obtained:

* The preparation of a good number of teachers in the
Moodle platform and in the design of virtual classrooms.

* A discreet increase in the quality of the virtual class-
rooms of the UCLV.

3.2. Second stage (2019-2021): First actions in the
preparation of teachers in open education and OER

At this stage, the study of the theoretical bases of open
education and OER begins as an indispensable step for
the incorporation of these contents into the postgraduate
courses taught by the Department of Educational Tech-
nology. As part of the tasks assigned by the VLIR project
(project 3: ELINF) and by the National Center for Distance
Education (CENED), Cuban universities must initiate a
path toward open education, which will promote the inter-
national visibility of the science that is produced and may
constitute a source of income.

At this stage, a period of sensitization of teachers and
directors about the need to move toward open education
practices began, and actions were started to be taken to
bring them closer to the subject and to provide them with
a basic knowledge of its theoretical and legal bases.

As a first action at this stage, two members of project
3: ELINE who are also part of the Virtual Learning and
Education Group on MOOCs and OER, received training.
As a result of the training, the participating teachers par-
ticipate in the collective assembly of an open course on the
platform of the University of Holguin on MOOCs design
in the context of Cuban education. All of the above allows
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the incorporation of a topic of open education and OER, as
part of the subject Educational Informatics of the Master’s
Degree in Educational Sciences.

A topic on open education and creation of MOOC:s is
incorporated into the postgraduate course “The Creation
of Virtual Classrooms in Higher Education.” For the deliv-
ery of the same, a video is created where the principles
of open education and the fundamental characteristics of
MOOCs are stated. The evaluation of this topic was car-
ried out through a discussion forum where the participants
expressed their criteria on open education and its possi-
bilities of implementation in Cuban education. In parallel,
methodological activities on the bases of open education
and the creation of MOOC:s are taught.

The main results of this stage are as follows:

* Preparation of teachers of the Department of Educa-
tional Technology in aspects related to open education.

* The sensitization of teachers and managers regarding
the principles of open education and the creation of
OER begins through methodological work.

* The preparation of university teachers for the creation
of MOOCs based on the potential of the Moodle plat-
form begins, starting with graduate courses.

3.3. Third stage (2022-present): Creation of MOOCs to
prepare teachers for the creation of OER

As progress was made in preparing teachers for the virtual-
ization of learning and in developing digital competencies
for working with interactive platforms, new needs arose
that were imposed by the new times. In particular, the open
education movement was strengthened, and within this, the
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goal was to turn the teacher into a producer of OER. On the
other hand, the Ministry of Higher Education made the cre-
ation of MOOC:s in the country’s universities an essential
objective and was established as a quality indicator to mea-
sure the digital transformation process in these institutions.

As members of the VLIR project (project 3: ELINF),
we were assigned new tasks to implement open education
within the project. Thus, an integrated work is carried out
between the Directorate of Scientific and Technical Infor-
mation and the Directorate of Educational Technology to
prepare professors of the five participating universities
(UCLV, University of Informatics Sciences, University of
Camagiiey, University of Pinar del Rio, and University of
Holguin) in this topic.

After conducting a series of work sessions in an inte-
grated manner, the result is the design of a MOOC enti-
tled “Open Science and Education in Higher Education.”
Among the most outstanding features of this course is the
use of videos with open licenses and activities in HTML5
Package (H5P) considered as OER.

This MOOC was structured in the following nine
topics:

1. Topic 1: Science and open education. Foundations, defi-
nitions, current trends, and legal basis.

2. Topic 2: Copyright in open environments. Licenses for
the development and use of resources in open science
and open education.

3. Topic 3: OER, types, and characteristics. MOOCs.

4. Topic 4: Interactive quizzes in MOOC:s for learning as-
sessment.

5. Topic 5: The teacher as producer of OER. Free software
for design.
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6. Topic 6: Open science. Open research.

7. Topic 7: Research data management.

8. Topic 8: Publishing in open access: Preprints and open
access journals.

9. Topic 9: Open science evaluation. Alternative metrics.
Open peer review.

The course was hosted on the RedTIC platform,
part of the VLIR project, available at https://moodle.
vlired.cu/course/view.php?id=56. The course lasted two
months, began in April 2022, and was attended by more
than 190 teachers from the five universities involved and
other institutions in the provinces where these univer-
sities are located. The culmination of this course was a
virtual workshop with the participation of the project
leaders.

Another determining factor for the establishment of
this new stage was the need to prepare teachers to create
interactive activities on open-source platforms that could
be used on other platforms due to their interoperable
nature. In addition, many teachers demanded the produc-
tion of videos for national and international events.

For this reason, it was decided to design a second
MOOC oriented to the production of OER, with two essen-
tial directions. The first of these directions was aimed at
preparing teachers for the creation of interactive activities
in H5P and the second direction toward the production of
videos in open-source platforms.

Work with H5P was selected because this interopera-
ble package allows educators to create diverse and highly
engaging content such as electronic presentations, quizzes,
interactive videos, and many others. At present, developers
from various countries around the world have managed to
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create more than 30 types of activities of this type, which
are available on the https://h5p.org/ website.

These activities are studied and it is decided to select
those most frequently used in the different areas of knowl-
edge, so 15 types of activities are incorporated into the
course. The second direction of the MOOC was oriented
toward the production of videos with open-source soft-
ware. One of the resources that in recent years has had
an accelerated growth in the design of MOOC:s is video,
which has proved to be a very successful means for the
student to learn autonomously.

Video has turned out to be a didactic medium par
excellence because it can be used to explain, illustrate, and
demonstrate a phenomenon, object, or process in a way
that is very close to reality. When a video is used, the stu-
dent can advance or stop at a personalized pace depend-
ing on his or her needs, and this makes it a very practical
means of self-management of knowledge. However, many
teachers would like to be able to produce their own vid-
eos to teach at a distance, but they do not master these
programs. For this reason, these topics are incorporated
into the MOOC, which requires a study of the most widely
used open-source programs for screen capture and video
editing.

After a thorough search to prepare teachers for open-
source video production programs that could be easily
downloaded from the Internet, it was difficult to find those
that integrated capturing and editing. Those that man-
aged to do both functions mostly exported the videos with
watermarks and, on other occasions, did not have a simple
or intuitive interface for a teacher who is not a special-
ist in audiovisual productions. That is why it was decided
to offer two programs that complement the process: OBS
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Studio for capturing screens and OpenShot for editing. All
videos used in this course have open licenses.

At the end of the MOOC design stage, the MOOC was
structured in nine topics:

1. Topic 1: OER. MOOC:s.

2. Topic 2: Introduction to H5P. Some typologies of ques-
tions with text in H5P: word completion, word mark-
ing, and word trailing.

3. Topic 3: Some typologies of questions with images in
H5P: interactive image, find a hot spot, and find multi-
ple hot spots.

4. Topic 4: Some typologies of questions in H5P. The
exam, drag and drop on images, text sorting, and image
sorting.

5. Topic 5: Integrative resources in H5P: presentation with
slides and interactive video.

6. Topic 6: Integrating resources in H5P: the column and
the interactive book.

7. Topic 7: Integrative resources in H5P: The decision sce-
nario in H5P.

8. Topic 8: Screen capture with OBS Studio.

9. Topic 9: Editing videos with OpenShot.

This course was held between February and June 2023
and concluded with a total of 34 participants, including 17
from other institutions in the country. As a result, each
participating teacher developed around 12 OER in H5P
that can be used in the virtual classrooms of their subjects.
At the end of the meeting, a five-question survey on satis-
faction and expectations was conducted. It was found that
91.17% considered themselves very satisfied, 8.82% were
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moderately satisfied, and no value was placed in the satisfied
or dissatisfied criteria.

When asked how they self-assessed themselves on a
level of 1 to 10 on the knowledge and skills acquired, it
was found that 88.23% self-assessed themselves between
the values of 8 and 10 and 11.76% between the values of
6 and 7. No student self-assessed themselves below these
levels. Both qualitative and quantitative results can be
found at https://aula.uclv.edu.cu/mod/feedback/analysis.
php?id=3130. This MOOC is proposed to be part of the
UCLV summer school.

The results of this stage are as follows:

* A MOOC on open education and open science is avail-
able on the RedTIC platform.

* A MOOC on the production of OER for the virtualiza-
tion of learning is available on the university’s graduate
platform.

* A first group of teachers from both UCLV and other
universities are prepared to create MOOCs and OER in
H5P

* A system of openly licensed videos and activities in H5P
is considered OER.

* A course on OER production in H5B mounted on the
Nectar platform, is ready to be marketed through the
SICTE technological interface.

4. CONCLUSIONS

The Directorate of Educational Technology of the UCLV
has carried out a set of strategic actions aimed at pre-
paring teachers for the production of OER in response
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to the requirements of the Ministry of Higher Educa-
tion and as part of the digital transformation of Cuban
universities. From 2015 to date, work stages have been
established, which in an organized manner and through
the systematization of experiences, and have directed
the work toward the transition to open education
and the creation of OER. Today, courses are available on
the graduate platform, which allow for the preparation of
teachers in the creation of OER. At this moment, there
is already a group of teachers, both from UCLV and from
other universities, prepared to create MOOCs and OER
in H5P.
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ABSTRACT

Active learning in continuing education empowers reflective teachers
who practice new knowledge and skills in order to develop future infor-
mation professionals, long-term memories, and deeper understand-
ing; connect different ideas with each other; and think creatively. The
Information Sciences career of the Universidad Central “Marta Abreu”
de Las Villas in this endeavor and in the activity of continuing educa-
tion for teachers aims to design learning situations in continuing edu-
cation actions for teachers who train information professionals. These
situations are linked to active learning, considering the experience as
an opportunity to learn and integrate it into their performance as inno-
vative teachers. The qualitative methodology followed the course of
the pedagogical experience and was based on discussion groups with
teachers. The course, which was implemented as a function of continu-
ing education, showed that participants integrated experiences based
on active methodologies into their daily classroom practice. This integra-
tion facilitated the training of thinking to create and rethink ideas, using
imagination, creativity, strategic and ethical, critical and constructive
reflection within the innovation processes. Additionally, it awakened the
willingness to learn, to risk, and to face uncertainty. Active learning sit-
uations achieved controversy, agreement and/or disagreement, and the
satisfaction of an innovative teacher.

Keywords: active learning, good practices, innovative teacher, con-
tinuing education
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1. INTRODUCTION

In the last two decades, research in the area of education,
cognitive psychology, and neurosciences has generated
an important advance in the knowledge and explanation
of the teaching-learning process in learners of different
ages, social classes, and cultures. This fact has allowed the
impulse and development of teaching models and learning
theories, focusing their attention on the human develop-
ment of people, their welfare, and basically the expansion
and enhancement of the capacities to learn how to learn.

Consequently, more than ever, it is necessary to have
an active learning proposal that is coherent, progressive,
and aligned with the main international references. This
proposal helps students acquire transformative compe-
tences that will allow them to succeed in the society in the
coming decades. The loss of significance of the contents
promotes criticism everywhere, acquiring theoretical sta-
tus since the emergence of the new school as an opposi-
tion and alternative to the traditional school. “Hearts not
heads” was a premise that permeated deep into teachers’
consciousness. “Don’t fill my head” and “enough of expo-
sitions” were some of the allegedly progressive slogans of
the past years (Zariquey, 2020).
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This concern is also based on the teachers’ own expe-
riences. Criticism of the class reduced to the informative
lesson has not only strong theoretical foundations but also
abundant practical examples of the lack of functionality of
didactics based on this model. Those who have been in
contact with university students affirm how discouraging a
university is based on anomie, the lack of innovative meth-
odologies, and few strategies that challenge intelligence
and reasoning.

Several authors (Diaz & Hernandez, 2010; Montoya,
2018; Ortiz-Coldn et al., 2018; Zariquey, 2020) emphasize
a methodological and practical foundation to plan, develop,
and evaluate active methodologies that allow contrasting
the educational benefits of each one according to its pur-
pose and philosophy.

Consequently, the Information Sciences career of the
Universidad Central “Marta Abreu” de Las Villas (UCLV)
proposes courses for the training of teachers that focus
on effective learning and innovative teaching. These pro-
cesses are seen as mutually enriching in various social,
cultural, and formative environments. Therefore, the con-
ceptual discussion will focus on both the learner and the
teacher.

In this sense, the general objective is to design learn-
ing situations in continuing education actions for teachers
who train information professionals. This will be achieved
through active learning, where experience is seen as an
opportunity to learn and integrate into their performance
as innovative teachers.

2. METHODOLOGY

The courses developed for teachers of the Information
Sciences career of the UCLV constituted methodological
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didactic actions aimed at raising awareness and improv-
ing understanding and application of the cultural-
historical approach. In the development of the courses,
discussion groups predominated as a form of formative
feedback and in which examples of learning situations
were designed with an active approach. Therefore, the
methodological approach was assumed to be qualitative,
which becomes an interpretative proposal oriented to
describe and interpret the phenomena in their natural
context.

The selected context is the Information Sciences career,
with intentional sampling consisting of 17 teachers of the
career. The exploratory study was carried out with the pro-
fessors of the Information Sciences career, accompanied by
the department head and the career coordinator, as partic-
ipants in the activities developed based on the discussion
groups.

3. RESULTS AND DISCUSSION

During the development of the course, activities based on
active learning emerged, favoring simulated learning situa-
tions, active environments, activities, and accompaniment
to develop skills for searching, analyzing, and synthesiz-
ing information. These activities also focus on solving real
problems in the classroom and promoting dialogue and
expression, which are essential in an innovative pedagogi-
cal process and active learning.

The following is an example of cooperative learning,
implemented in the graduate course entitled “Innovative
Didactics in Information Sciences.” The topic was devel-
oped from the cooperative technique of Aronson’s Puzzle
with the purpose of sharing and reflecting on the findings
of each innovative methodology selected.
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* First moment (base group): Each individual teach-
er will research the selected innovative methodology
guided by the following questions: How is each of these
methodologies defined, and what are their main char-
acteristics? What does the current scientific evidence
show us about the results of the implementation of
these methodologies in different educational levels and
contexts? What factors related to their implementation
contribute to the success or not of learning? What op-
portunities and limitations do they present according
to contexts, modalities, and educational levels? and
What research proposals would you make to further
deepen the contributions of this methodology in the
educational context of Information Sciences? They are
informed that there is an organizational table in the
Moodle Platform where the reading material on the in-
novative methodology to be studied is distributed by
teachers. The individual constructions should be up-
loaded to the platform.

* Second moment (group of experts): The members of
each group who have the same assignment of the con-
tent of the innovative methodologies will meet in this
group of experts to discuss and comment on the con-
tent with a greater level of depth. It is recommended to
systematize the information using a collaborative tool
(WikiSpaces, Google Drive, Wakelet, BounceApp, and
collaborative PowerPoint). Doing this exercise will help
to delimit the scope of innovative methodologies and
prepare to share learning with heterogeneous groups.

* Third moment: Go back to the teachers of the initial core
group and present individually what has been learned in
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order to demonstrate the learning that has been built
and to facilitate the appropriation by everyone of the
different innovative methodologies analyzed in the
expert groups. Subsequently, the group should hold a
discussion session on the central elements of each in-
novative methodology and make a decision on how to
organize the collective presentation through the Padlet
digital mural by accessing https://es.padlet.com/.

The digital mural should be uploaded to the platform.
Each group will present its presentation in 30 minutes, fol-
lowed by a question and comment session. At the end of
all the presentations, the teacher will make a presentation
to complement the work done by the groups and address
those innovative methodologies that were not worked on.

From the analysis and to facilitate the understanding
of the learning of the course, the teachers recommended
the following reflective ideas as a novel action: do not fully
agree with all the ideas expressed by the authors in the
documents, think that your ideas can enrich what you read
through your experience, reflect on each proposal, and
solve the problems posed in order to see the relationship
between what is expressed in theory and what you can
execute in practice. Do not be afraid to disagree; this will
help you to assume an attitude of change, imagine, fanta-
size, think, and postulate scientific hypotheses regarding
your teaching and the way in which you design, execute,
and evaluate your teaching strategies so that you can cre-
ate your own theory. If you feel conflicted, it will be the
best symptom that you are learning, observing, listening
and relating the opinions of others with your own, and
admitting that others think differently. This contributes to
the development of your own theory; while you read the
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recommended materials of the program, you carry out a
metacognitive dialogue with yourself and with your col-
leagues from your own references and challenge yourself to
rebuild your mental schemes, to self-motivate yourself, and
to build your learning itinerary. At the end of each session,
you should hetero-evaluate, co-evaluate, and self-evaluate
yourself thinking about the improvement process.

4. CONCLUSIONS

Encouraging active learning in teachers enhances active lis-
tening skills; therefore, they learn to summarize the points
of view of others and to think critically and reflectively.
Teachers who use these strategies tend to have a distinct,
and even surprising, improvement in the quality of think-
ing of their students, the future Information Science pro-
fessionals. Students develop better critical thinking skills
when they are explicitly taught how to think about their
thinking.
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ABSTRACT

Problem: It has not been possible to implement an integrated library
management system (SIGB) to unify the use of international standards
and appropriate tools to provide services to end users and avoid unnec-
essary duplication of efforts in the different libraries at headquarters.
Objective: This study aims to enhance the national library system (SINAB)
by incorporating regulations and organizational structure of the SINAB
and national acquisition and subscription of virtual resources, imple-
menting an integrated Universidad Catdlica Boliviana San Pablo (UCB)
library system (KOHA), and developing a national UCB libraries system
web page as a tool that gathers all the university services for the sup-
port of learning, teaching, and research that benefit the UCB academic
community. Methodology: For the development, drafting, and approval
of the project, the project management body of knowledge (PMBOK)
tool was used. According to PMBOK definitions, a project is a temporary
effort undertaken to create a unique product, service, or result. In sim-
ple terms, a project can be any action that needs to be taken to accom-
plish something new. This can go beyond the business context, as it can
encompass launching a product, starting a new course, and even mak-
ing major purchases. Results and discussion: The study achieved several
key outcomes, including subscription to 12 virtual tools and resources,
all included in the NEO; learning; implementation of the SIGB KOHA in
the four UCB sites, which are now in operation; creating tutorial videos;
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regulations of SINAB-UCB, approved by the Board of Directors; and a call
for the creation of the national web page.
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mation technology, KOHA

How to cite: Lujan, A. M. A,, Rosales, J. A. G., & Blanco, A. B. (2024). National tech-
nology project for the libraries of the Bolivian Catholic University San Pablo (2020-
2023). In M.J. Peralta Gonzalez (Ed.), Generation and Transfer of Knowledge for
Digital Transformation, Il International Symposium, SITIC 2023, Santa Clara, 15-17
November 2023, proceedings. Advanced Notes in Information Science, volume 6
(pp. 151-165). Pro-Metrics: Tallinn, Estonia. DOI: 10.47909/978-9916-9974-5-1.99.

Copyright: © 2024, The author(s). This is an open-access work distributed under
the terms of the CC BY-NC 4.0 license, which permits copying and redistribut-
ing the material in any medium or format, adapting, transforming, and building
upon the material as long as the license terms are followed.

1. INTRODUCTION

In order to achieve a library system, it is important to
standardize their integrated library management systems
(SIGBs), as a first step, as well as the unification of ser-
vices through regulations. This is why the project pre-
sented is tangible; national library system (SINAB) can be
recognized through products such as the single catalog,
the national web page, subscription to virtual resources
through national proration, and the regulations approved
by national bodies.

It is from the year 2020 that the way to realize every-
thing advanced until that moment was visualized, and that
is how the national project of technology for Universidad
Catdlica Boliviana San Pablo (UCB) libraries was born,
with the first intention of migrating the different bib-
liographic databases to an integrated system, starting from
this huge work is that the project is put together includ-
ing other objectives and products, which ended up in the
approach of objectives presented in this work.
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1.1. UCB National Library System

The definition of library system corresponds to the orga-
nized set of library services existing in a given geographical
area (Arzamendi, 2003, p. 3).

There are several elements required by any library sys-
tem: a competent administration that regulates the operation
of library services, a regulatory basis dictated by the corre-
sponding authority, and a technological infrastructure that
supports the services in an efficient and responsible manner.

Thus, at the initiative of the National Academic Vice
Rector, in 2020, we presented a project called, “technology
project: UCB libraries,” which included different aspects
such as hiring of professional staff, subscription of virtual
resources and E-books, web page, and the implementation
of a unique SIGB.

1.2. SIGB KOHA

The most complex product to carry out was undoubtedly

the last one. The situation of the databases was very varied;

in the four sites, there were five description formats, and in

many cases, they did not comply with regulations in their pro-

cessing. The services were also different, so it was decided to

implement an SIGB. After many meetings, KOHA was chosen.
What is KOHA?

* KOHA is an integrated web-based library management
system under the GPL license that runs on both Li-
nux and Windows. KOHA was created in 1999 by the
Library Trust in New Zealand.

* KOHA allows the librarian to handle most of the admin-
istrative procedures of a library, as well as provide visi-
tors with a public catalog for reference and circulation.
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* The word KOHA comes from Maori and means gift or
donation (https://koha-community.org/).

Therefore, the expected output was “KOHA open
source integrated library management system imple-
mented and operational within UCB, according to the
requirements proposed by the library staff.”

1.3. Subscription to Virtual Resources and E-books

According to Gémez Hernandez (2002),

Digital library elements serve to enhance rather
than replace the conventional library. The user
coexists with electronic and paper documents. Ser-
vices are produced in remote environments, their
intrinsic form being digital, and in face-to-face
environments, where digital technologies are also
applied. The hybrid library affects not only the user
in the provision of services, but also the profes-
sional in the management of processes (p. 171).

The concept of virtual library is varied; however, the
following clarifies the concept:

Virtual libraries are platforms that provide content,
as well as bibliographic and documentary services.
They are made to respond to the great demand for
information from students, professionals, and any
other person. Some virtual libraries present differ-
ent types of content depending on the specific area
of information. Many of them present dynamic
tools and user-friendly resources. They allow the
transmission of knowledge, access to information
and facilitate research. The material you find in
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these platforms is completely digital, in some cases
to access the texts you will need a password and in
other cases not. Sometimes you can even download
or print them (IGNITE Online, 2010).

The UCB has a historical relationship with the sub-
scription of virtual resources and the annual statistics of
resources such as EBSCO, JSTOR, and DIALNET, being
the first in Bolivia to subscribe to SCOPUS. However, the
health emergency caused by COVID-19 showed us that the
supply of virtual resources was not enough. It is for this
reason that E-books and other remote access tools were
incorporated, for example, to the offer that will later be
developed in this document.

2. METHODOLOGY

Several meetings were held with librarians and computer
scientists from the four regional academic units, as well
as with librarian colleagues from different universities in
Argentina and Chile, who shared their experiences in the
management of library systems. Two working groups were
formed to develop projects oriented to the organizational
aspects of SINAB-UCB and library technology.

The project management body of knowledge (PMBOK)
methodology was used for the development of the proj-
ects. It is a compendium of best practices, first published
in 1996, which describes guidelines, terminologies, and
other standardizations, ensuring a broad view of project
management. The PMBOK guides management, providing
important data for companies around the world to follow
uniform directions in order to reduce failures, improve
performance, and have a more accurate forecast of results
(Sydle, 2022).
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3. RESULTS AND DISCUSSION

3.1. Renewal of Virtual Resource and E-book
Subscriptions Nationwide

The technology project: UCB libraries enabled the sub-
scription of the following virtual resources at the national
level:

* SCOPUS

e RESEARCHA4LIFE

e EBSCO

+ JSTOR

e ASTREA

* DOI subscription with CROSREFF company

It also enabled subscription to E-books through the
following digital content companies:

* MCGRAW-HILL
* CENGAGE
e PEARSON

Figures 1 and 2 show the usage statistics of virtual
resources and E-books, respectively.

RRVYV usage statistics

DIALNET EBSCO HOST ISTOR SCOPUS
m 2021 2022 2023

Figure 1. Number of RRVV use (2021-2023).
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E-book usage statistics
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Figure 2. Number of E-books use (2021-2023).
3.2. Integrated Library Management System: KOHA

As of January 2022, the Argentine company INFODOC,
represented by Pablo Lopez Liotti, was contracted through
an international call for proposals to undertake the imple-
mentation of a new KOHA library system, which will allow
the creation of a single national catalog and other manage-
ment modules, statistics, and reports that will solve the
entire library management. The cost of the entire consul-
tancy is $14,000.

In January 2023, the consultancy was concluded,
leaving 45 days of adjustments, and it is in April of this
year that officially and with the authorization of national
authorities, the implementation and opening to the public
of the SIGB KOHA is carried out. This consultancy was
supervised and coordinated by personnel from the Central
Library, La Paz headquarters, in the area of librarianship
and by CNTIC in the technical area.

3.2.1. Expected and Finished Products

First Phase: “Implementation of Modules”

Product: “Report of the implementation of the KOHA
online SIGB”—verifiable at the following link: https://
bibliotecas.ucb.edu.bo.
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Product: “Act of delivery of conformity of the opera-
tion of the loan and return of bibliographic material of the
libraries in each academic site.”

Product: “Record of delivery and conformity of the
reception of the KOHA interface according to UCB’s insti-
tutional graphic line.”

Second Phase: “Training”

Product: “Report of the general training process directed
to all the librarians of the academic branches of the UCB,”
attaching a list of participants.

Third Phase: “Migration to SIGB KOHA”

Product: “Act of delivery and conformity of migration and
import of records in MARC21 format—KOHA,” based on
315,500 records in MARC format in SIGB KOHA.

Product: “Report on the specific training process aimed
at IT technical personnel from each academic branch of the
UCB,” attaching a list of participants.

Fourth Phase: “Various Adjustments, Support, and
Maintenance of KOHA”

Product: “Final report on the implementation, start-up,
and proper functioning of the SIGB KOHA in the libraries
of each UCB academic branch.”

Product: “Act of delivery and conformity of the SIGB
implementation.”

Product: “Adjustment report made to SIGB KOHA.”

The system began production on March 3, 2023, at
all UCB locations. Adjustments, which allow the user to
identify the date of the return more accurately, were made
in the customization of loan vouchers, date and time, and
thermal printer configuration in all sites, for example:
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User group import

Creation of external user accounts

Incorporation of an image to identify St. Andrews
School and EPC students

Correction of incorrect data of imported users
Adjustments in circulation policies

An “item type” online thesis was added

Changes in the OPAC image

Creation of the Cochabamba Library Group to solve the
loan problem at the headquarters

Migration of a batch of 129 theses cataloged in ABCD to
the ABCD database

Thesis at KOHA, carried out by the technical processes
staff

Enabling tag 130 in the monograph worksheet
Enabling in label 245 of subfield $h

Enabling in the 504 tag of the subfield $b

Enabling in label 092 of subfield $1

Entitlement in label 952 of subfield $7

Enabling in tag 952 of the subfield $d

Qualification on label 675

Worksheet created with RDA fields

Configuration of labels and barcodes

Correction in the book inventory

3.2.2. Training, Guidance, and Orientation

Two face-to-face training sessions have been held
for La Paz headquarters staff and three virtual meet-
ings with headquarters staff; however, orientation
and guidance are continuous, depending on the needs
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Volume 6

and the appearance of problems, doubts or findings.
Several formats have been created for users of the new
OPAC:

Several formats have been developed for the use of the
users of the new OPAC:

* Video tutorial: https://drive.google.com/file/d/1t3q-
JVziMWcecmwzmUqqxPHE4v_NGmj_vUl/view?us-
p=drive_link.

* Pressrelease: https://www.ucb.edu.bo/la-u-c-b-cuenta-
con-un-nuevo-sistema-de-gestion-de-libraries-koha/.

* Infographics:
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3.2.3. Circulation Module

Figure 3 shows the number of loans made by each library
during the 2023 trial period.
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KOHA Loans
W Biblioteca de Tupuraya

M Biblioteca de Filosofia y Teologia
5 Biblioteca Central
Biblioteca de Disefo Grafico
’ M Biblioteca de Arquitectura
£ M Biblioteca Bloque Eugenio Scarpellini - El Alto
NE té m Biblioteca Santa Cruz

M Biblioteca Tarija

Figure 3. Number of loans in KOHA (quarterly).
3.2.4. Technical Processes Module

Figure 4 shows a summary of the number of records mod-
ified and/or added to the bibliographic description and
authority control database in KOHA.

Technical Processing

Biblioteca Tarija  |[iiamsee, 460

Biblioteca Santa Cruz |0 818

Biblioteca Bloque Eugenio Scarpellini - El Alto 109;

2271
Biblioteca de Arquitectura ! ng

Biblioteca de Disefio Grafico | 3 210

Biblioteca Central La Paz 1094

2048
Sede Cochabamba B8

0 750 1500 2250 3000
Quantity Item Authorities Number of items created m Number of modifications

Figure 4. Number of records created and modifications in
KOHA (quarterly).

3.2.5. Integration of the KOHA User Module with UCB
Institutional Accounts

The integration of KOHA with the institutional Google
accounts used by UCB was an indispensable requirement
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for the success of the project. As a technological policy,
UCB uses Google accounts as a means of authentication
for all its services and technological systems. This helps
to improve security with the management of users, with
blocking through preset rules and the double authentica-
tion factor, among other important factors.

Due to this policy, special emphasis was given to the
integration of KOHA users with Google accounts, a spe-
cialized technical work of great effort and importance since
there are no examples or references of use cases in the
KOHA community. However, following the basic KOHA
documentation, Google documentation, and a lot of trial
and error, the integration of Google accounts in the KOHA-
UCB system was put into production.

The KOHA central authentication service (CAS) was
worked on following the required recommendations and
configurations, and the Google OpenID Connect was con-
figured based on the Google development console docu-
mentation. A project was created, OAuth 2.0 credentials
were generated, the API access management for Google
identities was configured, and finally these credentials
were used in the KOHA CAS to accept Google as an iden-
tity provider.

3.3. SINAB-UCB Website

The website is developed with WordPress version 6.4.2
using the template scientia.themerex.net according to the
colors of the institutional brand of the UCB hosted in the
domain https://ucb.edu.bo/biblioteca/. Key features of
this website are as follows:

e Multi-language website
* Website with social media integration
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* Responsive web design (responsive website design)

* Website with plugins for people with disabilities (visual
and hearing)

* Integration of repositories (journals and intellectual
property) and subscription resources

* Video tutorials and guides

4. CONCLUSIONS

Within the framework of the objectives set, the project
has achieved 90% of its objectives, and it remains to call a
consultant for the creation of the national web page, which
would be the conclusion of the work carried out. However,
it is undoubtedly the implementation of the SIGB KOHA,
the heart of the project. This meant the strengthening of
SINAB-UCB. The statistics of use, both in loans and in
the modules of users, cataloging, are clear examples of the
operation of the system. The collaborative work required
by the KOHA has transformed the way of working of the
staff of SINAB-UCB. This is the first tangible product that
shows us as a system, providing collective standards, but
without neglecting the particularities of each site.

This process was very interesting, with online discus-
sion sessions and proposals from each of the sites, ending
in a consensus regulation that has already been approved
by the Research Administrator and the National Academic
Vice Rector’s office. The creation of the national web page
is still pending, another very important challenge, since it
will be the portal that visualizes the UCB libraries. The
terms of reference have been drafted; however, it requires
a technical adjustment.

Another pending aspect is the formal conformation of
the head of the system, which is why a national unit is
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proposed to direct the SINAB-UCB, from which resources
should be managed for national training, training at head-
quarters, virtual resources, updating of the SIGB, and other
activities.

The technology project: libraries will conclude in 2023;
however, the challenges that it has left us are many. We
believe that the path has already been traced and now we
must move forward with difficulties but also with a more
robust system, strengthened by the commitment of the
members.
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ABSTRACT

The first communication studies were born flawed by the obsession
to control the behavior of audiences. However, as the North American
school of communication consolidated, they understood that there were
social components that influenced the response of broadcasters and
that the media could exert an overall influence with the rest of the social
institutions. The media of the 20th century, designed for mass communi-
cation, could not fulfill the dreams of a hypodermic theory that ensured
that every member of the audience was “attacked” by the media mes-
sage. Digital social networks have come to revolutionize every aspect
of modern society. Now, the messages arrive in a personalized way to
each subject of communication, and artificial intelligence dominates the
production of content. This paper proposes a review from the classical
theory of networks to the particularities of digital social networks. In
addition, it approaches the virtual community as a way to create niches
of resistance in the cultural struggle, through the segmentation of
audiences that allows to achieve a connection between audiences and
the posts published by the media, in this specific case, the newspaper
Vanguardia.
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1. INTRODUCTION

In the times of the fourth industrial revolution, where
reality is constructed virtually, as a kind of parallel world
to physical space, there is more and more talk of social
networks. For many, this is a new issue, but those who
consider it so are unaware of a powerful previous theori-
zation, which lays the foundation for understanding how
even social networking sites work on the Internet.

The origins of social network theory can be traced back
to the 1930s and 1940s. However, already at the end of the
19th century, sociologists Emile Durkheim and Ferdinand
Tonnies noted the importance of interactions between
subjects in understanding social phenomena and assumed
a non-individualistic explanation of the social fact. At the
dawn of the next century, the German philosopher, sociol-
ogist, and critic Georg Simmel elaborated a contemporary
concept of network, which asserts that society exists when
a series of individuals interact. Already in the 1970s, a con-
solidated network theory assumes the analysis of networks
as a method for the structural study of groups, through the
use of various means, such as algebraic models and the
computational development of graph theory.

After the advent of the triple W and especially of
digital social networking sites, the world experienced a
momentous change, which transformed the social fabric
irreversibly. As a result, Cuba implemented a government
policy that enhances the use and access to technologies.
In a short time, WiFi access points began to be enabled,
and in 2018, free trials were carried out for data service in
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Internet access. Thousands of users have rapidly reached
the network of networks to such an extent that, according
to the report “Digital 2023: Cuba,” there are 7.97 million
users in the country so that more than 70% of the Cuban
population is online.

During the quarantine imposed by COVID-19, these
digital social networking sites reaffirmed their role in the
social construction of reality' and provided all the informa-
tion about that physical reality to which we did not have
access.

From that moment on, Facebook became the favorite
of the Cuban public. This is understandable if we take into
account that, according to the article A census of the use
of social networks in Cuba, published on the Cubahora
website (https://www.cubahora.cu/ciencia-y-tecnologia/
un-censo-del-uso-de-las-redes-sociales-en-cuba), the aver-
age age of the Cuban population is around 41 years old,
right in the middle of the age range of Facebook users (from
30 to 45 years old). Therefore, it is important to study this
social networking site, specifically from institutional media
profiles. This is because today audiences are on these plat-
forms, which become a space of dispute for the attention
of recipients. Connecting with users depends on the effec-
tiveness of the media and the quality of its influence.

Any study on the subject faces the challenge of taking
on an almost unexplored topic. However, it is enough to

1 Just as radio in its early days managed to create a kind of col-
lective hysteria with the broadcast of the novel “The War of the
Worlds,” which led people to commit suicide after believing that it
was a real alien invasion and not a radio episode, the public has not
yet managed to create, for the most part, a critical stance to protect
themselves against media manipulation and fake news in the midst
of an unprecedented cultural war.
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review the classical theories on the concept of social net-
work and all the production? to find the functional bases
of the modern platforms embedded in the network of net-
works. We can conceptualize social networks as a well-de-
fined set of actors—individuals, groups, organizations,
communities, global societies, and so on—that are linked
to one another through one or a set of social relationships.
The author Mitchell (1969, p. 2, cited in Miralbell, n.d.)
states that the “characteristics of these ties as a totality
can be used to interpret the social behaviors of the people
involved”.

Just such a description, although created long before
the massive irruption of the Internet, reflects exactly what
happens in a digital social network created to connect peo-
ple and establish relationships.

Now, as never before, the media message could fulfill
the dream of reaching audiences individually. This was
the obsession of the first communication studies, which
emerged in the United States at the beginning of the 20th
century and focused on the effects they could have on
audiences. However, as the American school consolidated,
they understood that there were social components that
influenced the response of broadcasters and that the media
could exert a joint influence with the rest of the social insti-
tutions. The media of the 20th century, designed for mass
communication, could not fulfill the dreams of a hypoder-
mic theory that ensured that each member of the audience

2 Its origins can be traced back to the 1930s and 1940s. The term
“social network” is attributed to the social anthropologist John
Arundel Barnes, who began to use it systematically in an article pub-
lished in 1954, to bring together traditional social science concepts
such as delimited social groups (e.g., tribes or families) and social
categories.
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was “attacked” by the media message. Digital social net-
works have come to revolutionize every aspect of modern
society. Now, the messages arrive in a personalized way to
each subject of communication, and artificial intelligence
dominates the production of content.

The pandemic stage, with a peak of users connected
to the Internet and a boom of new users on Facebook,
demonstrated that groups on this social network manage
to connect people with related interests, who collaborate
in the function of a common goal (Strickler, 2019).

Since the 1970s, a current of study focused on unrav-
eling the long-term effects of the media,® understood that
the social categories (age, sex, school level, etc.) that the
first researchers saw as a hindrance that limited the homo-
geneous effects they longed for, actually allowed reach-
ing segments of the audience with success. In fact, since
1940s, those same empirical field studies* assured that a
group of people with common social categories would also
choose the same radio programs and have similar tastes.

If we take all this theory to the virtual space, which is
the other geography, the network society that sociologist
Castells (1999) talks about, we have to take advantage of

3 Studies on long-term effects that return to the interest in inves-
tigating the power of the media on audiences ensure that the effects
of exposure to messages act in the area of knowledge and are sedi-
mented over time. The media begin to be assumed as constructors of
reality, through the provision of knowledge of realities that are only
accessible in the media.

4 This current relates communicative processes to the social con-
text in which they are produced. It is developed in two areas (Wolf,
1987): the study of the differentiated composition of audiences and
their consumption patterns and research on the social mediation that
characterizes such consumption. Its main figure is Paul Lazarsfeld.
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these Facebook groups as a way to segment our audiences®
to create communities® where users with common inter-
ests connect.

Therefore, we start with the following research
problem:

* How do we generate virtual communities from the
processes of participation of Vanguardia’s audiences on
Facebook?

We assume the hypothesis:

* The virtual community is generated from the participa-
tion of the public in closed Facebook groups.

5 Latin American researcher Guillermo Orozco, who has devoted
himself to the study of television reception and audiovisual literacy,
speaks of the existence of a multi-segmented audience with a per-
sonal and collective history that does not feel deprived of that legacy
in front of the television set.

6 The Center for Community Studies of the University of Las Vil-
las—in the work of 2004: “El autodesarrollo comunitario. Criticas a
las mediaciones sociales recurrentes para la emancipacién humana,”
as well as in several articles and research results—considers the
community as: a social group that shares a space where the partici-
pation and cooperation of its members make possible the conscious
choice of transformation projects aimed at the gradual and progres-
sive solution of the contradictions that enhance its self-develop-
ment. (...) “One of the features that distinguishes this conception of
community is that it is not limited as a scenario of its existence to a
space of immediate relations of the population, but the community
is considered as a type of link in which participation, cooperation
and involvement are combined in a way that facilitates the gestation
of development and emancipation projects” (Camellén & Olivera,
2009). Moreover, this shared scenario can occur not only in the phys-
ical space but also in the virtual one.
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We set as our general objective:

* To substantiate the processes of participation and the
creation of virtual communities on the digital social
network site Facebook.

2. METHODOLOGY

Social network analysis is assumed as the methodology.
Data are collected through digital tools for the formal rep-
resentation of a social network, in which data on nodes
and their links are the result of interactions. This informa-
tion would be visualized by means of graphs and seeks to
explain not the relationship established between two users
but between each user and a post or publication. In addi-
tion, we will use content analysis and participant obser-
vation. The results presented below are only the result
of participant observation and Facebook’s own statistics,
which are not remotely sufficient to explain the magnitude
of the phenomenon.

3. RESULTS AND DISCUSSION

The Vanguardia newspaper was born on August 9, 1962, as
a newspaper of the Communist Party of Cuba in Las Villas.
Since 2000, it has had a presence on the Internet, and its
website is one of the first in Cuba. More recently, it has
reached social networking sites: Facebook and Twitter.
During the beginning of the pandemic, due to poor
management of the official Facebook page, it was not pos-
sible to take advantage of the boom in new followers that
other national and provincial media did achieve. After July
11, 2021, digital social networks became a priority for
the publisher, and one of the best journalists was placed
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in its administration. Since then, the number of followers
has doubled to over 10,000. The page stands out for the
quality of each publication; however, we did not manage
to encourage a participation that exceeds the reactions (I
like it, I love it, and I am angry) or comments that go to a
deeper or constructive dialogue. Such behaviors validate
what was exposed by Strickler (2019) when it assured that
users were fleeing from profiles and pages to take refuge
in groups, more comfortable places to connect with users
with similar interests.

Institutional profiles fail to connect people with sim-
ilar interests and only generate mere interaction, trans-
lated into “likes” or comments. Users express their
opinions when a topic interests them and affects their
social reality or aspirations. The pandemic stage demon-
strated that groups in this digital social network manage
to connect people with similar interests who collaborate
towards a common goal. Users in social networks do not
participate’ in social network profiles if they do not make
use of the message they offer and if it does not respond
to their interests and needs, even if the message is elab-
orated, taking into account good practices. To connect
users, audiences must be segmented, and subjects with

7 “Participation, understood as the ‘active involvement, indi-
vidual or collective, of people as subjects of the activity’ (Alonso
et al., 2015: 4), implies a series of requirements (Caballero and
Yordi, 2004) also comparable to the Latin American approach and
national contributions on participatory communication: individuals
have to handle adequate and timely information, the community is
conceived as the subject of development, and it must be a construc-
tive, popular and encompassing process of multiple interests, capa-
ble of becoming an effective mechanism of socialization, to convince
and motivate all sectors of a locality” (Nieves, 2021).
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similar interests must be grouped together in groups
associated with the main profile to generate communities
and participation.

However, we cannot assume a position of pure grat-
ification® to the communicative needs® of users, since as
public media we have the mission of educating audiences
and transforming them into active subjects of reception.
We cannot be disconnected from their interests and
needs. It is therefore essential to collect data on the top-
ics that our target audience relates to before designing
groups and their contents. This will enable us to create
groups that offer our target audience the topics they seek
and like, while also allowing them to appropriate the mes-
sages through the process that activates Latin American
popular communities in the face of foreign forms of cul-
ture, consumer goods, and organizational structures. This
process implies the allocation of new meanings, filtered
through their own code and in a context of resistance
(Netiman, 2008).

8 The gratification of audience needs is one of the postulates of
the Uses and Gratifications Hypothesis, the high point of mass com-
munication research, which asserted that the media were effective
if the audiences attributed such effectiveness to them, through the
gratification of communicative needs experienced by the receivers.
Although it assumes the active role of the audience, it does not
weigh the power of the media and their influence on audiences, even
in the formation of their own needs and tastes.

9 According to the Uses and Gratifications Hypothesis, the media
satisfy five kinds of needs: cognitive (acquisition and reinforcement
of knowledge), affective-aesthetic (emotional), integrative at the
personality level (security and emotional stability), integrative at the
social level, and escape (relaxation of tensions).
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4. CONCLUSIONS

Institutional profiles fail to connect people with similar
interests and only generate mere interaction, translated
into “likes” or comments. Users express their opinions
when a topic interests them and affects their social reality
or aspirations. The pandemic stage, with a peak of users
connected to the Internet and a boom of new users on
Facebook, demonstrated that groups on this social net-
work manage to connect people with related interests,
who collaborate in function of a common goal (Strickler,
2019).

Users in social networks do not participate in social
network profiles if they do not make use of the message
offered and if it does not respond to their interests and
needs, even if the message is elaborated taking into account
the particularities of the social network and good practices.
To connect users, audiences must be segmented, and users
with similar interests must be grouped together in groups
associated with the main profile to generate communities
and participation.

Knowing the interests of the audiences is a defining
starting point to achieve communicative products that
connect with the audiences and make an effective seg-
mentation of audiences, where virtual communities are
generated. However, we cannot return to a merely com-
placent position with the audiences. We must go beyond
the approach of gratification to the communicative needs
to achieve a critical user before the media message that
manages to activate a process of appropriation through the
allocation of new meanings, filtered through a code of its
own and in a context of resistance.
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